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Heat Transfer IIJIMIL 

JOURNAL OF HEAT TRANSFER EDITORIAL POLICY STATEMENT 
ON NUMERICAL ACCURACY 

The purpose of this statement is to establish and clarify ac
ceptable standards for the publication of numerical results, and 
supplements the previously established JOURNAL OF HEAT 
TRANSFER Policy on Reporting Uncertainties in Experimental 
Measurements and Results.1 In developing the current policy, the 
policy statement on control of numerical accuracy adopted by the 
ASME Journal of Fluids Engineering2 was consulted, as well as 
similar policy statements currently under consideration by the 
AIAA journals and the International Journal for Numerical 
Methods in Fluids. We appreciate the willingness of those in
volved with the development of these latter policies to share their 
thinking with us and to allow our adoption of specific elements 
of their policy statements. 

Succinctly stated, the editorial policy of the JOURNAL OF HEAT 
TRANSFER regarding the review and publication of numerical 
studies is as follows: 

The JOURNAL OF HEAT TRANSFER will not accept for review 
or publication any manuscript reporting the numerical so
lution of a heat transfer problem that fails to establish ad
equately the accuracy of the computed results. 

The implementation of this policy will be at the discretion of the 
editor and associate editors in association with the reviewers, and 
will be guided, in essence, by the considerations set forth below 
and by the view attributed to Kline,3 in the context of experi
mental uncertainty analysis, that " . . . any appropriate analysis is 
far better than none as long as the procedure is explained." 

To be specific, all manuscripts submitted for review that in
clude numerical simulations must contain the following essential 
elements: 

• A problem statement that is of sufficient clarity and com
pleteness to allow the reproduction of the results by in
formed readers. As a minimum, this should include a state
ment of the governing equations solved, all relevant bound
ary and initial conditions, and values of associated physical 
and numerical parameters. Values for any adjustable or ar
bitrary parameters employed to obtain the solution must be 
explicitly given. 

' ASME JOURNAL OF HEAT TRANSFER, Vol. 115, February 1993, pp. 5-6. 
2 ASME Journal of Fluids Engineering, Vol. 115, September 1993, pp. 339-340. 
3 Kline, S. J., 1985, "The Purposes of Uncertainty Analysis," ASME Journal of 

Fluids Engineering, Vol. 107, pp. 153-164. 

• A description of the solution technique employed. If a stan
dard method is used, the description can be via reference 
to appropriate prior publications. If a new method is intro
duced, the description must be sufficiently complete to al
low implementation of the numerical scheme and replica
tion of relevant results by informed readers. 

• The numerical solution must be supplemented with ac
ceptable accuracy estimates for both the method employed 
and the results presented. A single calculation using a fixed 
discretization will not be acceptable, since no error esti
mate can be inferred from such a calculation. 

Authors may use any appropriate method for the estimation of 
errors. One, or more, of the following approaches may be useful 
in this regard: 

• Comparison of numerical results with those from a suffi
ciently similar model problem available in the literature, 
possessing a known exact or highly accurate approximate 
analytical solution; or with an established, high-accuracy, 
fine-grid, numerical benchmark solution of the same, or 
closely similar, problem. 

• A precisely defined and documented grid refinement or 
grid coarsening study. Marginal refinement showing a 
qualitative convergence trend is not acceptable. Other nu
merical and arbitrary parameters such as time step, con
vergence criterion, and boundaries of the computational 
domain should also be varied to ensure that the results are 
independent of these quantities. 

• Comparison with reliable experimental results that possess 
an associated established uncertainty. Noting "reasonable 
agreement'' with experimental data is not, in general, suf
ficient justification for acceptance of numerical results, es
pecially when adjustable parameters are involved. Numer
ical and experimental results may be plotted or tabulated 
to indicate the level of agreement. 

In the approaches described above, references to grid refinement 
are intended to be interpreted in a general sense to include nu
merical methods that are not explicitly dependent on a compu
tational grid in the manner typically associated with, say, finite 
difference methods. For example, grid-free methods would re
quire modification of the number, or size, of discrete elements in 
the computation to establish error estimates. An additional com
ment is in order regarding comparisons of numerical results with 
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experimental data. It is recognized that, when the results of a 
numerical simulation are compared with experimental data, it 
may not be possible to separate errors in modeling from those 
associated with the numerical method. In these situations, a 
separate estimate of the numerical error should be established. 
In rare situations where none of the above approaches can be 
satisfactorily employed to establish the accuracy of the results, 
other methods of error estimation acceptable to the editor, as
sociate editors, and reviewers may be appropriate. For an il
lustration of many of the elements involved in establishing the 
accuracy of a numerical solution, the study of natural convec
tion reported by de Vahl Davis,4 or the method discussed by 

4 de Vahl Davis, G., 1983, "Natural Convection of Air in a Square Cavity: A 
Bench Mark Numerical .Solution," Int. J. Nitmer. Methods Fluids, Vol. 3, pp. 249-
264. 

Roache5 for the uniform reporting of grid refinement studies, 
may be consulted. 

By implementation of this policy, it is the intent of the ed
itorial board to establish guideline requirements for the pub
lication of numerical results and to enhance the quality of 
publications involving numerical simulations. It is not our in
tent to effect a significant increase in the length of papers pub
lished in the journal, or to impose excessive requirements on 
prospective authors. Rather, we hope to elicit a "good faith" 
effort from authors to establish the accuracy of their numerical 
simulations. 

The Editorial Board 

5 Roache, P. J., 1993, "A Method for Uniform Reporting of Grid Refinement 
Studies," Quantification of Uncertainty in Computational Fluid Dynamics, ASME 
FED-Vol. 158, pp. 109-120. 
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Invited Review Paper 

Challenges in Microscale 
Conductive and Radiative 
Heat Transfer . 
This work addresses challenges in the emerging field of microlength scale radiative 
and conductive heat transfer in solids and recommends specific directions of future 
research. Microlength scale heat transfer involves thermal energy transport processes 
in which heat carrier characteristic lengths become comparable to each other or the 
characteristic device dimension. Identification of these characteristic lengths leads to 
the definition of different microscale heat transfer regimes. A review of the theoretical 
bases describing heat transfer in each regime is followed by a discussion of the obsta
cles confronted in current research. Engineering challenges are illustrated with the 
applications of microscale heat transfer in cryogenic systems, material processing, and 
electronic, optical, and optoelectronic devices. The experimental difficulties discussed 
have hampered the development of microscale heat transfer research and deserve great 
efforts to overcome them. 

Introduction 
Modern microfabrication technologies are shrinking devices 

into micro- and nanometer scales (Koshland, 1991). This trend 
of miniaturization has recently brought an unprecedented up
surge of research interests in microscale heat transfer (Garner 
and Udell, 1993; Tien et al., 1994). Actually, microscale heat 
transfer phenomena are replete in cryogenic systems and have 
been studied in the past, because the heat carrier mean free path 
(MFP) is long at low temperatures (Tien and Cunnington, 
1973). Examples are cryogenic multilayer-insulation systems, 
spacecraft thermal control coatings, and superconducting thin 
films (Flik and Tien, 1990). Miniaturization of devices, however, 
has increased the importance of understanding microscale heat 
transfer processes over a wide temperature range encountered in 
the processing and operation of these devices. For example, in a 
vertical-cavity surface-emitting semiconductor laser, as illus
trated in Fig. 1(a), excessive internal heating represents a major 
impediment to the increase of its output power and integration 
(Osinski, 1991; Chen et al., 1994a). Another example is sketched 
in Fig. 1(b) concerning a micromachined surface, often on sili
con, which has thermal radiative properties drastically different 
from a smooth surface (Hesketh et al., 1986). Such microstruc-
tures offer the opportunity of maximizing the absorption of ra
diant energy detectors. 

Microscale thermal phenomena may occur in either length or 
time scale or both. Microlength scale heat transfer involves heat 
transfer processes when the various characteristic lengths of heat 
carriers (electrons, phonons, and photons) become comparable 
to each other or to the characteristic device dimension. Microtime 
scale heat transfer involves heat transfer processes when the var
ious characteristic times of heat carriers become comparable to 
the characteristic energy excitation time. For heat transfer in mi
crolength scale, Kotake (1991) discussed molecular engineering 
problems in heat and mass transfer. Flik et al. (1992a) presented 
several regime maps to delineate the micro- and macroscale heat 
transfer regimes. Majumdar (1993) derived the equation of pho-
non radiative transfer from the Boltzmann transport equation. 

Contributed by the Heat Transfer Division and presented at the ASME Winter 
Annual Meeting, Anaheim, California, November 8-13, 1992. Manuscript received 
by the Heat Transfer Division November 1993; revision received April 1994. Key
words: Conduction, Radiation, Reviews. Associate Technical Editor: Y. Bayazitoglu. 

Chen (1993) clarified different microscale conduction and radi
ation heat transfer regimes. Kumar (1993) discussed various 
length scales in radiation transport. The main thrusts for the study 
of microtime scale heat transfer are the short-pulse laser appli
cations and high speed electronics (Anisimov et al., 1974; Ya-
jima et al., 1988; Fann et al., 1992; Qiu and Tien, 1993). More 
works in microscale heat transfer are scattered in various appli
cation domains. 

This work addresses challenges in microlength scale radiative 
and conductive heat transfer in solids and recommends specific 
directions of future research. The next section identifies different 
microscale heat transfer regimes based on heat carrier character
istic lengths, describes principles governing the heat transfer pro
cess in each regime, and points out new theoretical challenges. 
The subsequent section discusses significant microscale heat 
transfer problems in engineering applications. Conducting ex
periments in microscale heat transfer regimes is extremely dif
ficult because of the small dimensions generally involved. Chal
lenges in experimental research are illustrated in a separate sec
tion. 

Fundamentals of Microscale Heat Transfer 
An understanding of the various heat carriers and their char

acteristic lengths is the first step toward solving a microlength 
scale heat transfer problem. The major heat carriers for conduc
tive and radiative heat transfer in solids are electrons, phonons, 
and photons. Table 1 lists important features of the three different 
heat carriers, the motion of which governs heat transport. The 
traditional thermal science, or macroscale heat transfer, employs 
phenomenological laws, such as Fourier's law, without consid
ering the detailed motion of the heat carriers. Decreasing device 
dimensions, however, has brought an increasing need of under
standing the heat transfer processes from the microscopic picture 
of heat carriers. 

Heat Conduction. Heat is conducted in solids through free 
electrons and phonons. In metals, free electrons dominate the 
heat conduction, while in insulators and semiconductors, pho
nons are the major heat carriers. Demarcation of the macro- and 
microscopic heat conduction regimes depends on the various 
characteristic lengths of the heat carriers (Table 2), which are 
illustrated in Fig. 2. 
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Table 1 General features of heat carriers 

Fig. 1 Schematic illustration of (a) a vertical-cavity surface-emitting 
laser and (b) a micromachined surface 

For thin-film devices, the film thickness is one of the charac
teristic device dimension. Since thin films often have compli
cated microstructures, the characteristic dimensions (such as 
grain size) associated with these microstructures can become 
very important for heat transfer. 

The heat carrier mean free path A is the average distance a 
carrier travels in a bulk material before its excess energy is lost. 
It is determined by the various scattering mechanisms in the 
solid, including scattering by phonons, electrons, impurities, and 
imperfections. Since the strengths of various scattering mecha
nisms are strong functions of temperature, A also depends on 
temperature. 

Due to the wave-particle duality, both electrons and phonons 
have a characteristic wavelength \c. The characteristic electron 
wavelength is its thermal de Broglie wavelength (Tien and Lien-
hard, 1979), 

Generation 

Propagation 
media 

Statistics 

Frequency 

Dispersion 

Velocity (m/s) 

Free Electron 

valence or 
excited electron 

in vacuum 
or media 

Fermion 

0-infmte 

E=fc2q2/(2m) 

- 106 

Phonon 

lattice 
vibration 

in media 

Boson 

Debye cut-off 

E=E(q) 

-103 

Photon 

atomic, molecule 
transition 

in vacuum 
or media 

Boson 

0-infinte 

v = c /A 

~10» 

where m is the effective electron mass. At high temperatures 
(above the Debye temperature), the dominant phonon wave
length is of the order of lattice constant a. At low temperatures, 
the characteristic phonon wavelength is of the order of 8Da/T 
(Gurevich, 1986). 

A length dT characterizing the temperature gradient, called the 
temperature penetration depth in analogy to the radiation pene
tration depth, has not received much attention. Here, the temper
ature penetration depth is defined as the characteristic tempera
ture divided by the maximum temperature gradient, 

dT = T/(dT/dx)„, (2) 

It is not an intrinsic length of the heat carrier but may depend on 
time, heat source distribution, and the thermal properties of the 
material. This characteristic length becomes important in fast 
heating processes. 

Figure 3 shows the various characteristic lengths of gold as a 
function of temperature. The electron mean free path is estimated 
from the kinetic relation (Tien and Lienhard, 1979) 

A ~ 3k/CvF (3) 

\c = h/y2irmi<T (1). 

where the Fermi velocity vF is taken as 1.39 X 106m/s (Kittel, 
1986). Tabulated values for the thermal conductivity, diffusivity, 
and specific heat are used (Touloukian et al., 1973). For laser 
heating of gold, the heat source is generally distributed within a 
surface layer of 20 nm. The temperature penetration depth can 
be taken as the characteristic thermal diffusion length ~(atp)

,n 

if it is much larger than 20 nm. 
Depending on the relative magnitude of the various character

istic lengths described above, two microscale heat conduction 
regimes can be identified, as summarized in Table 3. 

a = 
a = 
c = 
C = 
d = 

e = 
E = 
./' = 
h = 
h = 
k = 

K = 
L = 

lattice constant, m 
heat carrier acceleration, m s~2 

speed of light 
volumetric specific heat, J nT3 k"1 

radiation or temperature penetra
tion depth, m 
charge of an electron, C 
energy, J 
heat carrier distribution function 
characteristic device dimension, m 
Planck constant divided by 27r, J s 
imaginary part of complex refrac
tive index 
thermal conductivity, W m - 1 K"1 

coherence length, m 

m = 
n = 

N = 
q = 
t = 

T = 
vF = 
V = 

X = 

a = 

Ah = 
Av = 
eD = 

K = 

electron effective mass, kg 
real part of complex refractive in
dex 
electron number density, ni~3 

wavevector, m"' 
time, s 
temperature, K 
Fermi velocity, m s~l 

heat carrier group velocity, m s"1 

coordinate 
thermal diffusivity, m s~2 

variation of film thickness, m 
half-bandwidth, Hz 
Debye temperature, K 
Boltzmann constant, J K"' 

\ = wavelength, m 
A = heat carrier mean free path, m 
v = frequency, Hz 
p = electrical resistivity, O m 
T = relaxation time, s 

Subscripts 
c = heat carrier 

m = maximum 
o = equilibrium distribution 
p = heating pulse duration 
q = wavevector 
s = scattering 
T = temperature 
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Table 2 Characteristic lengths in heat conduction and radiation 

Conduction 

characteristic dimension, h 

heat carrier MFP, A 

temperature penetration depth, dx 

heat carrier wavelength, A^ 

Radiation 

characteristic dimension, h 

photon-excited carrier MFP, A 

radiation penetration depth, d 

photon-excited carrier wavelength, Xc 

photon wavelength, X 

photon coherence length, L 

The first microscale heat transfer regime is defined when 

( 0 h/A<0(l) or dTlk<0{\) (4a,b) 

and 

(ii) hl\c>0{\) (5) 

where an order of magnitude sign is used. Flik et al. (1992a) 
showed that the size effects on heat conduction become important 
when h < 7A. A quantitative demarcation of the various regimes 
requires more research. 

The first microscale heat conduction regime is characterized' 
by the classical size effects. When Eq. (4a) holds, the heat carrier 
A is limited by the boundary scattering in addition to the internal 
scattering mechanisms. When Eq. (4b) is true, heat carriers ex
perience a large temperature difference within one A. In this case, 
the energy transfer becomes nonlocal and the effective thermal 
conductivity depends on the temperature gradient (Mahan and 
Claro, 1988). Such nonlocal transport effects are similar to the 
anomalous skin effects in radiation properties (Ziman, 1960). 
For both cases, the Boltzmann transport equation (BTE) can be 
used to describe the heat carrier distribution function, /(Kittel, 
1986), 

df 
' • / = l f t 

df 
(6) 

where v, a are the heat carrier group velocity and acceleration, 
respectively. Subscripts x, q, and s represent space, wavevector, 
and scattering terms, respectively. Solution of the BTE yields the 
heat flux, which in combination with the first law of thermody
namics gives the equation governing the temperature distribution. 

The major difficulty lies in solving the BTE. Two approxi
mations often used in solving the BTE are (1) neglect the devi
ation from equilibrium in the left-hand side of the equation: / = 
/„, where /„ is the equilibrium distribution at the local tempera
ture, and (2) the relaxation time approximation for the scattering 
term 

9L\ *-*• 
dt I T 

' S 

( 7 ) 

where T is the relaxation time. Under these two approximations, 
the Fourier law can be derived from the steady-state BTE, to-

I 
TEMPERATURE 
DISTRIBUTION 

\ ' 

Fig. 2 Illustration of characteristic lengths in conduction 
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Fig. 3 Characteristic lengths for heat conduction in gold 

gether with an expression for the thermal conductivity (Calla
way, 1959). In the first microscale heat conduction regime, how
ever, the first approximation is no longer valid and heat conduc
tion becomes a nonlocal process. It is known that phonon 
transport is ballistic rather than diffusive when A is much longer 
than the characteristic dimension (Klitsner et al., 1988; Majum-
dar, 1993). 

The relaxation time approximation has been applied in the first 
microscale regime in many works. A nontrivial question, how
ever, is how to define the temperature in small structures because 
temperature is a concept at thermal equilibrium. In a bulk me
dium, the local thermal equilibrium is reached within a region of 
the order of heat carrier A, and the equilibrium heat carrier dis
tributions are described by the Einstein distribution for phonons 
and Fermi-Dirac distribution for electrons. When A is greater 
than h or dT, such a local equilibrium state is no longer reachable. 
Strictly speaking, the temperature concept is no longer applicable 
(Gurevich, 1986). Several equivalent temperatures have been 
defined (Ziman, 1960; Chen and Tien, 1993a; Goodson and Flik, 
1992a). The validity of these temperature definitions requires 
further study and experimental proof. 

Thermal conductivity is a very important property for bulk 
materials. In the first microscale regime, however, it is no longer 
an intrinsic property but depends on size, shape, boundary, and 
heating conditions. Consequently, there arises the question about 
whether the thermal conductivity or some more fundamental pa
rameters such as the relaxation time or scattering rate should be 
used to describe heat conduction. 

Microstructures are characterized by interfaces, boundaries, 
and grain boundaries. There are two ways to incorporate their 
effects on heat conduction into the BTE. One is to consider them 
as volumetric effects and combine them into the scattering term 
through either empirical rules, such as Matthiessen's rule, or 
through calculation from quantum mechanical principles (Ziman, 
1960). The other is to treat them as boundary conditions for the 

Table 3 Microscale conductive and radiative heat transfer regimes 

Conduction 

First microscale regime 

i) h / A < 0 ( l ) or d T / A < 0 ( l ) 

a n d i i ) h / ^ > C - ( l ) 

Second microscale regime 

h / X c < 0 ( l ) 

Radiation 

First microscale regime 

h / L < 0 ( l ) 

Second microscale regime 

i)h/A <0(1) or d/A<0(l) 

and i i ) h /A c >0( l ) 

Third microscale regime 

h / X t < 0 ( l ) 
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BTE. The first approach is simpler and more appropriate for grain 
boundaries because they spread in the volume of the structure. 
The second approach is more natural for boundaries, even though 
Matthiessen's rule is often applied to treat the boundary effects 
(Callaway, 1959). Interfaces lie between solid boundaries and 
grain boundaries. There is very little work on the effects of the 
interface on heat conduction except the traditional field of ther
mal boundary resistance (Swartz and Pohl, 1989). Chen and Tien 
(1993a) considered the phonon transmission and reflection ef
fects on thermal conductivity at the interfaces of a GaAs quantum 
well by building appropriate boundary conditions. Because of the 
transmission of heat carriers at an interface, the thermal conduc
tivity of an isolated film, either calculated or measured, may not 
be appropriate when the film becomes an inner layer of a mul
tilayer system. Efforts should be directed to examine how inter
face conditions affect transmission and.reflection of heat carriers, 
determine the conditions for specular and diffuse reflection, and 
quantify the interface effects on heat transport. 

The second microscale regime is defined when the character
istic heat carrier wavelength of the material is of the same order 
as the characteristic dimension, 

hl\c < 0(1) (8) 

In this regime, the quantum size effects become important. The 
BTE has been used to describe the electron transport properties 
in quantum structures (QS) (Dharssi et al., 1991), though the 
quantum transport theory is available (Iafrate, 1983). Applica
bility of the BTE to the second microscale heat transfer regime 
has not been examined. Few papers on heat conduction in QS 
used the BTE (Ren and Dow, 1982; Chen and Tien, 1993a). The 
quantum effects are manifested in the change of phonon and elec
tron spectra, which in turn affect their density of states, scattering 
mechanisms, and group velocity. In the BTE, these effects can 
be incorporated into the scattering and velocity terms. 

Kotake (1991) and Wakuri and Kotake (1991) used the mol
ecule dynamic equation based on the argument that the BTE is 
a statistical equation, and statistics is no longer valid when the 
film is very thin. This argument, however, does not hold for sol
ids. For phonons, for example, a film of a few atomic layers only 
means that the phonon states are limited in the direction perpen
dicular to the film, but it is still possible to have enough phonons 
in each state to satisfy the statistics requirement, because the 
number of phonons is a measure of the amplitude of the lattice 
vibration. However, when the film is very thin, the generally used 
periodic boundary condition (Kittel, 1986) in the derivation of 
phonon spectrum may not be valid. The molecular approach is 
more advantageous in modeling the thin film growth (Fang et 
al., 1991). Work should be done to compare the results obtained 
from the BTE and from the molecule dynamics approach. 

Radiation. Figure 4 illustrates the characteristic lengths for 
radiation (Table 2). Compared with heat conduction, there are 
two more characteristic lengths in thermal radiation. They are the 
photon wavelength and coherence length (Born and Wolf, 
1980). The characteristic radiation wavelength depends on the 
radiation source. For a thermal source, it is given by Wien's 
displacement law, 

The photon coherence length is the maximum optical path dif
ference between two wave trains from the same light source be
fore their interference ability is lost. Metha (1963) gave the co
herence length, L, of blackbody radiation in vacuum as 

Q3nchlKT (10) 

The radiation penetration depth, d, characterizing the absorption 
in the medium, is the depth at which the intensity is attenuated 
to e"1 of its value at the boundary. 

Figure 5 shows various radiative characteristic lengths in gold. 
For the radiative properties, the electron momentum A should be 
used (Ziman, 1960), 

A = vFml(pne2) (11) 

where the electron number density n is taken as 5.9 X 1028 m3 

(Kittel, 1986). The electrical resistivity is obtained from the tab
ulated values (Hellwege, 1982). In Fig. 5, the radiation penetra
tion depth is calculated from the Drude free electron model using 
the electron relaxation time derived from Eq. (11). The wave
length used for the penetration depth at each temperature corre
sponds to Wien's law. Comparing the two electron A curves in 
Figs. 3 and 5, it can be seen that the electron momentum A is 
longer than its energy A at low temperatures, while at high tem
peratures, the two are almost identical. 

Three microscale radiation heat transfer regimes may be de
fined based on the relative magnitude of the various characteristic 
lengths. The first microscale radiation regime is defined when 

hlL< 0 ( 1 ) (12) 

Again, order of magnitude is used. Exact demarcation of the first 
microscale radiation regime depends on the application. In this 
regime, the optical constants of the material are not affected by 
the size and boundary of the device; however, the derived radi
ative properties, such as the reflectance, transmittance, and scat
tering cross section have to include the wave nature of the radi
ation. They are obtained through the solution of the Maxwell 
electromagnetic wave equations (Born and Wolf, 1980). It is 
noted that it is not the radiation wavelength but the photon co
herence length, that determines the first microscale regime. The 
latter is a function of the wavelength and the radiation frequency 
bandwidth, the radiation source shape and dimension, etc. (Born 
and Wolf, 1980). 

Some specific criteria have been established to delineate the 
first, microscale and the macroscale radiation regimes. Tien 
(1988) summarized radiation in particulate systems and regime 
maps for the dependent and independent scattering. Tuntomo et 
al. (1991) considered internal absorption inside a single particle 
and compared the wave optics and intensity superposition results. 
Chen and Tien (1992), and Richter et al. (1993) developed a 
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general formulation for the radiative properties of films based on 
the optical coherence theory of light and presented regime maps 
delineating the macro- and first microscale radiative transfer re
gime. 

In addition to the interference effect, tunneling of evanescent 
waves near a solid surface to another object can also be included 
in the first microscale regime. Cravalho et al. (1967) considered 
tunneling effect on the radiative transfer between two dielectrics. 
The principle of photon tunneling has been used to construct 
optical microscopes which break the diffraction limit (Reddick 
etal., 1990). 

Most of the studies of radiative transfer in the first microscale 
regime deal with nonparticipating media. For these cases, the 
solution of the electromagnetic wave equations will give the ra
diation intensity distribution inside the media. How to include 
thermal emission into the calculation of radiation heat transfer in 
the first microscale regime needs to be addressed. Rytov (1959) 
developed a semiphenomenological theory of electromagnetic 
fluctuation to account for thermal radiation in absorbing media. 
The applications of this theory, however, have been limited to a 
uniform temperature field (Kattawar and Eisner, 1970). 

The second microscale radiation regime is defined when 

0 ) h/A<0(l) and a f / A < 0 ( l ) (I3a,b) 

and 

00 h/K>0(l) (14) 

The second microscale radiation regime is characterized by the 
classical size effects on the fundamental optical properties. When 
Eq. (13a) holds, the boundaries impose a limit on the carrier A. 
Classical models such as the Drude and Lorentz models can be. 
used for the optical constants, but with the modified A. Similar 
to heat conduction, the boundary and interface conditions affect 
A in this regime and thus the optical constants (Monreal et al., 
1982). Equation (13£>) defines the anomalous skin effect region 
(Ziman, 1960). It can be seen from Fig. 5 that the anomalous 
skin effect will be important for gold, especially at low temper
atures. Armaly and Tien (1970) considered the size and anom
alous skin effects on the emissivity of gold films. It should be 
noted that the optical constants of a thin film may also depend 
on its adjacent medium when h < d < A < L, because the 
interference effects will change the electromagnetic field distri
bution in the film. While in most cases, the second and third 
microscale regimes are subsets of the first microscale regime, it 
is possible that the electron mean free path becomes longer than 
the coherence length. In this case, radiative transfer is in the 
second microscale regime but not in the first microscale regime. 

The third microscale regime is defined when 

hl\c< 0{\) (15) 

In this third microscale regime, the quantum size effects become 
important. These include the change of electronic band structures 
and phonon spectra, and discretization of the available quantum 
states. An example is the quantization of optical properties in a 
quantum well (Yariv, 1989). The optical constants can be cal
culated from principles of quantum mechanics and solid state 
physics. 

A large amount of work has been done on the fundamental 
optical properties of thin films because of their applications in 
electronics, optics, and optoelectronics. Challenges from the heat 
transfer point of view are to delineate these microscale regimes 
clearly and obtain the thermal radiative properties and radiant 
heat source distributions in microstructures. For example, Phelan 
et al. (1992) considered maximizing the absorption in a super
conducting thin film bolometer, and Hesketh et al. (1986) studied 
emissivity from a micromachined silicon surface. Chen et al. 
(1994a) examined spontaneous radiation transfer in a semicon
ductor laser cavity. More examples will be given in the discus
sion of the applications of microscale heat transfer. 

Applications of Microscale Heat Transfer 
There are many systems where microscale heat transfer plays 

an important role. Among them, cryogenic insulation systems 
have received more attention because the characteristic thermal 
radiation wavelength and the heat carrier A are long at low tem
peratures (Tien and Cunnington, 1973). The low-temperature 
operation of semiconductor and superconductor devices contin
ues to be one of the major thrusts for understanding the micro-
scale heat transfer phenomena (Goodson and Flik, 1992b ). Mod
ern microfabrication technologies and microelectronic device 
operation, however, have seen increasing importance of under
standing the microscale heat transfer mechanisms in thin film 
devices over a wide temperature range. 

Thin films are often fabricated at elevated temperatures. Tem
perature uniformity, both temporal and spatial, during the film 
growth is of paramount importance to the quality of the film. The 
temporal temperature uniformity requires that the temperature of 
the film surface be constant during the growth of the film. Both 
fundamental and derived optical properties vary during the film 
growth process because the change in the morphology and film 
thickness (Chu et al , 1991; Flik et al., 1992b). The variation of 
surface emissivity during rapid thermal processing of thin film 
devices is the major source of temperature measurement error 
(Ray, 1992). The spatial temperature uniformity demands a uni
form temperature distribution over the film. It determines the 
uniformity of the film thickness because in many film growth 
processes, chemical reactions happen at the surface. The Arhen-
ius type of reaction rate dictates that the area with higher tem
perature will have a faster growth rate (Sorrel et al., 1992). De
tailed modeling, considering the thermophysical and optical 
property variation with the film growth process, will provide val
uable information for the fabrication of high quality films. 

Associated with film fabrication is the post annealing of thin 
films, including laser, electron beam, fast thermal, and conven
tional thermal annealing. During the annealing process, the struc
ture of the film changes greatly, as do the optical and thermal 
physical properties. In the fast laser annealing processes, the tem
perature penetration depth may become shorter than the heat car
rier (electron, phonon) A so that the nonlocal effects have to be 
included (Mahan and Claro, 1988). In the radiation models, con
troversy exists about whether the geometric optics or the wave 
optics should be used (Sorrel et al., 1992). The partial coherence 
formulation of the film radiative properties may clarify the con
fusion (Chen and Tien, 1992; Richter et al., 1993). Figure 6 
shows a regime map built on the partial coherence approach, 
where Au„ is the effective bandwidth around the central fre
quency v„, and Ah is the film thickness variation. Patterning on 
a wafer significantly affects the local radiative properties and thus 
the temperature uniformity during rapid thermal annealing (Van-
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denabeele et al., 1989). Effective methods of predicting the ra
diative properties of patterned structures should be developed. 

Understanding microscale heat transfer is important for the 
operation of electronic, optical, and optoelectronic devices. Many 
electronic and optoelectronic devices now have a submicron ac
tive region. The reduction of the active region will impose a 
limitation on the electron A, thus altering the heat source distri
bution. For the phonon part, the effects of phonon scattering and 
transmission at the interfaces of various layers on heat conduc
tion are very important but have not been examined in depth. In 
high current density devices, the injected carrier (electrons and 
holes) scattering of heat carriers can significantly affect the ther
mal conductivity and heat conduction processes. In high field 
devices, the electrons and phonons are not at an equilibrium tem
perature (Wang, 1989), and the energy deposition and transport 
processes need to be understood. Heating in semiconductor lasers 
represents a major impediment preventing the increase of their 
power output and integration (Osinski, 1991). Thermal modeling 
of these devices has shown that size effects significantly affect 
the device temperature rise (Chen and Tien, 1993b; Chen et al., 
1994a; Norris et al., 1994; Chen, 1994). In optics, it was sug
gested that the severe reduction of thermal conductivity of optical 
coatings may be the cause of film damage, yet there is no com
monly accepted way of predicting such reduction. Thin optical 
films are also widely used in many nonlinear optics experiments, 
such as the thermally induced optical bistability (Wherrett et al., 
1990). Understanding the microscale heat transfer processes is 
important for predicting the optical behavior of these devices 
(Chen and Tien, 1994). 

The heat dissipation problem in electronic, optical, and opto
electronic devices presents great challenges, but the opposite 
problem of the thermal insulation in small structures is also in
teresting. The problem arises because it is often desirable to pre
vent the thermal cross-talk between different components on the 
same chip, either in electronics or integrated optics. The two 
competing requirements, to dissipate the heat generated in each 
element and to prevent thermal cross-talk between different el
ements, call for ingenious thermal design and optimization. 

A fundamental question is whether a thermal insulator as good 
as or close to an electronic insulator can be produced. To answer 
this question, it is instructive to see why there are almost perfect 
electrical insulators but no perfect thermal insulators. This can 
be explained by the energy band structures shown in Figs. l(a-
c). The electronic bandgap between the valence band and the 
conduction band of an insulator is very large, as shown in Fig. 
7 (a ) . A free electron in conductor A does not have enough en
ergy to climb to the conduction band of the insulator and transfer 
to the right (except possible tunneling effects), so there is no 
current flow and no heat conduction by electrons. Heat, however, 
can still be transferred through phonons. Figure 7(b) illustrates 
phonon spectra of the three materials. It is clear that there are 
always phonons in the insulating layer having the same energy 
as those in both conducting layers. As a consequence, some pho
nons in conductor A can excite phonons in the insulating layer, 
which excite phonons in conductor B. The net effect is conduc
tion of heat through the thermal insulator. The development in 
thin film fabrication technology, however, has shed some light 
on the possibility of super thermal insulation. The phonon spectra 
of a superlattice are shown in Fig. 7(c) . There are some mini-
bandgaps produced due to the long range coupling of phonons 
in a superlattice. If somehow, larger bandgaps can be produced, 
the situation will look more like an electrical insulator. Indeed, 
the experiments of Yao (1987) and Chen et al. (1994b) have 
shown that thermal diffusivity of superlattice structure is lower 
than its corresponding bulk value. 

Microscale heat transfer in quantum structures (QS) provides 
many challenging problems. There are very little information on 
the thermophysical properties of two most commonly used QSs, 
quantum wells and superlattices (Esaki and Tsu, 1970). Even 
less is known about other QSs such as quantum wires and quan-
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Fig. 7 Difference between electrical and thermal insulation: (a) electron 
energy; (b) phonon energy; (c) phonon energy in a superlattice. 

turn dots. It was predicted that the phonon contribution to thermal 
conductivity in quantum wells and superlattices is severely re
duced due to additional boundary scattering effects and the 
change of phonon spectra (Chen and Tien, 1993a; Ren and Dow, 
1982). A few existing experimental data on superlattices have 
shown the reduction of thermophysical properties compared to 
their bulk values (Yao, 1987; Chen et al., 1994b). Narayanamurti 
et al. (1979) demonstrated interference effect of monochromatic 
phonons in a superlattice structure. One measurement of the ther
mal conductivity of GaAs fine wires suggests that the electron 
contribution to thermal conductivity is dominant at low temper
atures (Potts et al., 1991). These few existing data are far from 
enough to test any theory. Challenges lie first in the real mea
surement of the thermal properties of QSs. Also, theoretical stud
ies are needed to discriminate the quantum effects, such as the 
change of the electron and phonon spectra and density of states, 
and the classical effects, such as the reduction in A, on thermal 
conductivity. Further exploration of the quantum effects may also 
lead to "smart" thermal design. Imagine arranging quantum 
wires or dots into thicker layer, will it be possible to get super 
thermal insulating materials? 

Development of micro- to atomic scale probes demands an 
understanding of the microscale heat transfer processes. Phelan 
et al. (1993) demonstrated the feasibility of using thermoelectric 
voltage at a sharp metal-metal contact as a temperature probe. 
Marschall and Majumdar (1993) calculated the thermally in
duced tunneling current through a conductor-insulator-conductor 
junction. Understanding heat transfer mechanisms in small 
probes is necessary for the calibration and interpretation of ex
perimental results. 

Particulates are often involved in such diverse areas as com
bustion, material processing, climate, and laser diagnosis. De
pending on its diameter, radiation in a particle can involve each 
of the three microscale regimes. Tuntomo et al. (1991) and Plu-
chino (1981) considered the wave effects on the heat transfer in 
small particles. When the particle gets smaller, the electron A is 
limited by its diameter and the optical constants will be modified 
correspondingly (Bohren and Huffman, 1983). Truong et al. 
(1987) discussed the quantum size effects of very fine aluminum 
particles. Most of the studies, however, are confined to simple 
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geometry. Study of the radiative properties and transfer in com
plex geometries, such as soot agglomerates, is important for un
derstanding radiation in combustion process (Majumdar, 1992). 
In contrast to radiation, microscale heat conduction effects in 
particulates have received little attention. Besides the importance 
of heat conduction in a single particle, study of microscale heat 
conduction in particulate systems also benefits the understanding 
of the microscale heat conduction in thin film systems, because 
thin films are often composed of particulates. 

Experimental Challenges 
Experimental techniques for studying microscale heat transfer, 

especially microscale heat conduction, are not well developed. 
Great efforts should be directed to develop effective experimental 
techniques and conduct heat transfer experiments in microscale 
structures. 

For heat conduction, there are increasing interests in the mea
surement of thermophysical properties of thin films, including 
thermal conductivity and thermal diffusivity. Both contact and 
noncontact methods have been devised. Lambropolous et al. 
(1991) gave a partial list of the current literature on the mea
surement of thermal conductivity and diffusivity. Besides the lit
erature reviewed in that paper, Paddock and Eesley (1986) used 
the transient thermal reflectance to measure the thermal diffusiv
ity of metallic thin films. Volklein and Kessler (1984) measured 
thermal conductivity of thin bismuth films. Most of these exper
iments have confirmed that the thermal conductivities of thin 
films are generally lower than their values in bulk materials. Ex
ceptions are the experiments of Goodson and Flik (1993) on Si02 

films and Graebner et al. (1992) on synthetic diamond films. 
Since each experimentalist used his own sample films fabri

cated from different materials and by different methods and con
ditions, there is no consensus about what causes the reduction of 
thermal conductivity. It is suggested here that a comparative 
study be conducted: Each experimentalist would use similar sam
ples provided by one supplier and measure their thermal con
ductivity or thermal diffusivity. Such a comparison will provide 
a basis for later experimental study. Most experiments give val
ues of thermophysical properties without detailed characteriza
tion of the film structures. The values thus provided are hardly 
applicable to other films since film structures vary from film to 
film depending on the film growth processes. Because of the 
difficulty in making samples, most existing experiments are per
formed on polycrystalline thin films so that it is difficult to dis
tinguish the boundary/interface and the grain size effects. Ex
periments on single-crystal thin films and polycrystalline films 
of the same material will increase the understanding of the rela
tive importance of the boundary and the grain size effects. One 
choice is the molecular-beam-epitaxy grown GaAs thin film, 
which approaches a nearly perfect crystal (Chen et al., 1994b). 
Finally, a systematic measurement on the effects of the film 
thickness, interface condition, grain size, and microstructure on 
thermal conductivity should be performed. 

Experimental techniques for measuring thermal conductivity 
of thin films await further development. Among the various 
methods for measuring thermophysical properties, some are suit
able for the thermophysical properties perpendicular to the film 
and others applicable in the direction parallel to the film. Chen 
et al. (1994b) developed a technique that can determine thermal 
diffusivity of a thin-film sample in both parallel and perpendic
ular directions. The potential of using thermoelectric effects 
should be considered (Phelan et al., 1992; Marschall and Majum
dar, 1993). Optothermal effects can be utilized for the measure
ment of both thermophysical and optical properties of thin films. 
However, care must be taken during the deduction of correct 
values of the desired properties (Chen and Tien, 1992, 1993c). 

Direct measurement of the temperature field in microstructures 
has been a difficult task because of the small dimensions in
volved. Recent work in combining a scanning probe microscope 

with a thermocouple has shown great potential. Nonnenmacher 
and Wickramasinghe (1992) mapped local thermal conductivity 
of thin films to a nanometer resolution. Majumdar et al. (1993) 
combined a tiny thermocouple with atomic force microscope and 
reached submicron resolution. Optical methods have also been 
developed for local temperature measurement. Figure 8 shows 
the temperature distribution on the minor of a GaAs/AlGaAs 
laser diode measured by Raman Spectroscopy (Brugger and Ep-
perlein, 1990). The temperature rise is relative to the temperature 
of the mirror at-threshold lasing current. Resolution less than one 
micron was reached. Combination of the Raman microprobe with 
a near-field optical microscope (Pohl, 1991) may break the dif
fraction barrier and reach high spatial resolution. One limitation 
of these methods is that it is difficult to measure local temperature 
inside the devices. Potential choices include the X-ray and elec
tron beam. Larson and Tishler (1986) employed X-rays to detect 
the temperature distribution in silicon during pulsed-laser irra
diation. Their experimental setup is sketched in Fig. 9 (a ) , and 
the measured temperature distribution is plotted in Fig. 9(b). 

Study of the radiative properties and radiative heat transfer in 
microscale regimes is relatively easier. The commonly used op
tical methods such as ellipsometry and spectrometry can be used 
to measure optical properties of thin films and other microstruc
tures (Zhang et al., 1992; Chu et al., 1991). Experimental chal
lenges for microscale radiative transfer are the radiative proper
ties of microstructures at low and high temperatures and the de
duction of the correct optical constants from the measured optical 
responses. Experimental techniques with high spatial resolution 
for measuring the local radiative properties should be developed. 
The optical properties, similar to the thermophysical properties, 
may vary from sample to sample because of their different struc
tures. Systematic experimental studies, considering the film 
thickness, interface, grain boundary, porosity, and column struc
tures, will be very helpful in distinguishing the contributions of 
each component. 

Conclusions 
Challenges in microscale radiative and conductive heat trans

fer exist in the theory, experiment, and engineering applications. 
This study addresses these challenges and recommends specific 
directions for future research. 

Two microscale heat conduction and three microscale radiative 
heat transfer regimes are identified based on the relative magni
tude of the various characteristic lengths involved in the heat 
transfer processes. The first and second microscale heat conduc
tion regimes involve the classical and the quantum size effects, 
respectively. In the first radiative microscale regime, the wave 
nature of radiation should be considered and the derived radiative 
properties, such as emissivity and absorptivity, become size de-
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laser, from Brugger and Epperlein (1990) 

Journal of Heat Transfer NOVEMBER 1994, Vol. 116/805 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



MONOCHROMATOR 

X-RAY 
SOURCE TOTAL EXTERNAL 

REFLECTION MIRROR 
HORIZONTAL 
AND VERTICAL 
SLITS 

TRANMISSION 
IONIZATION 
MONITOR 

(a) 

m 1000 

2§ 800 
ID 
a. 
S 
PJ 600 

LASER PULSE FWHM 25 ns 

LASER ENERGY DENSITY 1 J cm"2 

• t = 16 ns 

DEPTH (urn) 

(b ) 

Fig. 9 X-ray time-resolved study of silicon during pulsed-laser irradia
tion: (a) experimental setup and {b) measured temperature distribution, 
from Larson and Tischler (1986) 

pendent. In the second and third microscale radiation regimes the 
fundamental radiative properties, namely the optical constants 
and the dielectric function, are affected by the classical and quan
tum size effects, respectively. Governing principles and theo
retical challenges for each regime microscale regime are dis
cussed. 

Challenging microscale heat transfer problems are illustrated 
with their applications in cryogenic systems, thin film processing, 
and the operation of electronic, optical, optoelectronic devices, 
and quantum structures. Experiments impose great challenges for 
microscale heat transfer study. Available and promising experi
mental techniques of conducting heat transfer experiments in mi-
crostructures are presented. 
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Transient Effects of 
Uncertainties on the 
Sensitivities of Temperatures 
and Heat Fluxes Using 
Stochastic Finite Elements 
This paper addresses the question in the design of experiments of where to place sensors 
for optimal sensitivity and the post-experiment determination of which sensors yield 
relevant data. The authors in their previous works have described the spatial depen
dence of the response sensitivities and the importance of conducting a sensitivity anal
ysis for a better understanding of the system response. This paper describes the for
mulation of the method for a transient analysis and its application to thermal problems. 
The results have been verified using the Monte Carlo sampling technique to simulate 
the variations in the parameters. The results show that there are not only optimal 
locations to maximize the sensitivities of the responses, but also optimal times of mea
surement. Sample test cases are used to demonstrate the effects of time of measurement 
and placement of sensors on the accuracy of the measured temperatures. 

Introduction 
One of the goals of engineering science is to model materials 

and engineering systems so that the responses can be predicted 
without expensive full-scale experiments. This is usually carried 
out by setting up a simple experiment in a controlled environ
ment. The experimental responses are then compared to the re
sponses predicted by the theory applied to the experiment. If the 
number of points at which an acceptable agreement is found be
tween the measured and the predicted responses is large, then 
both the basic model and the model parameters are presumed to 
be correct. Based on these parameters, an engineering system is 
designed to satisfy certain objectives. But sometimes these sys
tems fail to satisfy these objectives, sometimes leading to cata
strophic failures. The search for the cause of such failures fre
quently points to deficiencies in the assumptions on which the 
design was based, factors such as material characterization, 
boundary conditions, operating conditions, etc. Even though the 
mathematical theories have been well developed, the predicted 
responses depend upon the accuracy of the model parameters, 
which, in the case of material systems, implies the accuracy of 
the material characterization or of the definition of boundary con
ditions. Imprecision in defining the boundary conditions or un
certainties involved in defining the material can lead to poor 
agreement between the predicted and the experimental results. 
Typically the input information is derived from experiments. For 
example, convective heat transfer coefficients (h) are determined 
by measuring temperatures and heat fluxes. Thermal diffusivities 
(a) are found from flash technique experiments in which the time 
at which the measured back face temperature equals half of its 
maximum can be used to estimate a. When such experimental 
results are reported in the literature, the overall uncertainty is also 
reported. For material systems the causes of uncertainties can be 
broadly classified into three categories: (1) Intrinsic uncertainty: 
uncertainty due to the natural heterogeneity of the material or 
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boundary conditions. This leads to a spatial variability of prop
erties, such as thermal conductivity or convective heat transfer 
coefficient. (2) Information uncertainty: uncertainty due to the 
limited availability of information about the properties. (3) Ex
perimental uncertainty: uncertainty due to experimental errors. 
The experimental uncertainty itself can be said to consist of a 
fixed (bias) component and a random (precision) component 
(Abernethy et al., 1985; Moffat, 1988). Unfortunately it is not 
easy to incorporate these uncertainties into most thermal analysis 
programs. The general approach is to perform several computa
tions using different values of h and a and to infer the sensitivities 
of the system by evaluating Aresponse(iJ)/A/! where P is a point 
chosen as representative of the system response. Also it is ex
ceedingly time consuming to perform an adequate number of 
simulations and difficult to choose a representative point. In ad
dition, quite often, even for linear problems, the predicted re
sponse is not a linear function of the model parameters exhibiting 
uncertainty. Thus a linear correlation between the model param
eter and the response may not exist. Therefore a priori knowledge 
of the effect of these variable conditions on the responses and 
spatial maps of the responses will not only help in understanding 
any lack of agreement between the simulated and the measured 
response, but also will assist in the optimal design of experiments 
to characterize the parameters. 

For an uncertainty analysis, the parameter under consideration 
is treated as a random variable, which is characterized by a prob
ability distribution function. An analysis is then carried out by 
using either a statistical approach or a nonstatistical approach. 
The statistical analysis uses either experiments or Monte Carlo 
simulations. In both, repetitive tests are conducted in which one 
or more parameters are varied and the resulting response of in
terest is statistically analyzed. The nonstatistical approach, unlike 
sampling, is based upon an analytical treatment of the uncer
tainty. The nonstatistical approach is not only an elegant way to 
handle uncertainties in systems but also has an advantage over 
the statistical approach in terms of computer time and in ease of 
interpretation. The methods of solution in the nonstatistical ap
proach range from functional integration (Lee, 1974), solution 
of the averaged equations for an equivalent solution, or pertur
bation methods (Lin, 1967). Some attempts have been made to 
obtain exact solutions to the effect of uncertainties using the 
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method of functional integration, but the approach is applicable 
only to very specialized cases. The most widely used technique 
is the perturbation method. Although the perturbation method is 
based upon a departure from a norm, its range of applicability 
is limited. An extensive review of the various modeling methods 
of the uncertainties including a detailed description of the spectral 
representation of uncertainties and the solution techniques can 
be found in Ghanem and Spanos (1991) . 

Perturbation methods have been commonly used for nonlinear 
analysis, e.g., turbulence, nonlinear vibrations. One such pertur
bation method, which can be used for uncertainty modeling, is 
the First-order, second-order-second-moment analysis (Hafta 
and Kamat, 1985; Ditlevesen, 1981). This technique consists of 
expressing the response in terms of a Taylor series expanded 
about the mean value of the random parameter and truncating the 
series at the first or second-order terms. The system is then solved 
for the mean value and the standard deviation of the response. 
The first-order and the second-order derivatives of the responses 
with respect to the random parameters are, in effect, the sensitiv
ities of the responses with respect to the random parameters. 
Thus, in the literature, this technique is commonly referred to as 
the first-order or second-order sensitivity analysis technique. The 
mathematical formulation of this technique can be found in the 
references listed above. 

Applications of the first, second-order-second-moment anal
ysis have been in the fields of reliability analysis of structures 
(Thoft-Christensen and Baker, 1982; Leporati, 1979), ground 
water flow or seepage problems through porous media (Dettinger 
and Wilson, 1981) and soil mechanics (Vanmarcke, 1977). The 
following discussion deals with the adaptation of the first/sec
ond-order-second-moment technique into the thermal finite el
ement method, and is referred to as the Stochastic finite element 
method. Fadale and Emery (1991) have used Stochastic finite 
elements to produce contour maps of the first-order estimates of 
the standard deviation of temperature and heat fluxes for steady-
state problems. Their results raised questions about the need for 
a second-order analysis and whether the conclusions were appli
cable to transient problems. This paper examines the use of the 
Stochastic finite element method to determine the transient effect 
of uncertainties in material properties and boundary conditions 
on temperatures and heat fluxes. The effect of the scatter in the 
random variable on the response is also investigated. 

Stochastic Finite Elements 
The mathematical formulation of the first/second-order, sec

ond-moment method in terms of matrices for incorporation into 
the finite element code is given in this section and in the appen
dix. The uncertainty parameters whose effects on the response 

are being studied are modeled as either random variables or as 
random fields defined in the interior or on the boundary of the 
system. For the finite element implementation, the continuous 
random field B ( i ) , which represents any of the variable param
eters (e.g., material properties, heat transfer coefficient), is dis-
cretized over the domain of application. Thus if we consider the 
discretized random field as an elemental quantity, then the av
erage of the continuous random field over a finite element can 
be treated as an elemental quantity (Vanmarke, 1977). The local 
integral over a finite element of the random field is itself a random 
variable, referred to as B, for the j'th element: 

A JD, B, = B(x)dx (2.1) 

The discretization of the random field over the finite elements 
makes it possible to account for the autocorrelation between the 
discretized random variables and is also convenient to evaluate 
their stochastic properties. It also makes it easy to develop the 
matrices of the first and second-order equations. These advan
tages of using the finite element to define a localized random 
variable are lost for a finite difference method. Since a two-di
mensional finite element code is being used, the random field, if 
present on the boundary (surface) of the system, will be defined 
in a one-dimensional space, i.e., x = (s) where * is a length 
parameter along the surface, and if present in the interior (vol
ume) of the system, will be defined in a two-dimensional, space, 
i.e., x = (xu x2). One stochastic property for a two-dimensional 
space localized random variable is given by Var [B] = 
c B ?(A) where y( A) is a variance function of B, which measures 
the reduction of the point variance a B under local averaging over 
the element D and can be precomputed for the mesh. The sto
chastic properties for the one-dimensional space localized ran
dom variables are analogous to those of two-dimensional space. 

The finite element formulation of the first/second-order mo
ment technique for a transient heat conduction problem is given 
in the appendix. A similar approach was used earlier by Liu et 
al. (1986) for structural analysis. The formulation in the appen
dix leads to the evaluation of derivatives of nodal temperature <& 
with respect to the elemental random variables B , . These deriv
atives indicate the sensitivities of nodal temperature to the ran
dom variables B . This large amount of data on derivatives can 
be concisely represented by the statistical properties, typically 
the means and the standard deviations. A better nondimension-
alized indicator of the scatter in the temperature (and fluxes) due 
to the random parameters is the coefficient of variation (C.O.V.), 
which is defined as the ratio of the standard deviation of tem
perature to the mean of the temperature ( = < T $ / £ [ < I > ] ) . 

Analogous to the derivation of the statistical properties, the 
data obtained by solving equations from the appendix can be 

Nomenclature 

S, = specific outcome of B 
B(x) = continuous random field 

B = random variable vector 
capacitance matrix 
fth term of the transformed 
random variable 

Cov [ ] = covariance operator 
A, = rth elemental domain 

E[ ] = expected value operator 
joint probability density 
function of B 
Fourier number 
covariance matrix Cov [S,, 

h = heat transfer coefficient, W/ 

C 

/B = 

Fo 
G 

m 2K 

k = thermal conductivity, W/m x 
K a 

K = conductance matrix y 
m = mean of a random variable eb 

Pi = initial conditions e, 
p2 = boundary conditions A 
q = number of random variables pB 

q = source rhatrix erB 

Qy = heat flux in the x and y di- 3? 
rections $ B . 

j = length parameter, m 
t = time, s &BtBj 

T0 = prescribed temperature, °C 
T„ = ambient temperature, °C * 

Var [ ] • = variance operator i/f;y 

x = position, m 

Pi, 
Pi, 

fin 

position vector, m 
thermal diffusivity 
variance function 
boundary emissivity 
surface emissivity 
variance matrix Var [B-„ Bj\ 
autocorrelation function 
standard deviation of B 
temperature vector 
derivative of <& with respect to 
B, 
derivative of <J> with respect to 
S, and Bj 
fundamental matrix 
(i,j )th term of the fundamental 
matrix * 
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reduced to first and second-order estimates of mean and standard 
deviation of temperature and fluxes. The estimates of the mean 
temperature for the first and the second-order method are given 
respectively as 

£ [ * ] = ' ¥ (2.2) 

and 

£ [ $ ] = 2 < i F + l ^ (2.3) 

where = ' and = 2 indicate the first and the second-order esti
mates, respectively, # is the solution of the zeroth order equation, 
Eq. (A3), and $ 2 is the solution of the second-order equation, 
Eq. (A5). It is important to note that while the expected response 
for the first-order method is the usual zeroth-order prediction, 
that for the second-order method may differ significantly. Unlike 
the mean temperatures and fluxes, which are second-order ac
curate, the truncation of the third and higher order moments of 
the random variable B in the above formulation leads to only a 
first-order estimate of the variance of temperatures. 

a\ = £ [ ( # - * ) 2 ] = Var [* ] 

= ' Diag [ £ X * ^ r C o v [B„Bj]] (2.4) 
/=i j = i 

where B, represents the random variable associated with the ith 
element. The second-order estimate of the variance of the nodal 
temperature requires retention of the third and the fourth-order 
moments of the random variable B and is given as, 

a% = £ [ ( * - * ) 2 ] = Var [#] 

= 2 Diag [ £ £ * ^ * ^ Cov [B,, Bj] 

,=1 ; = i 

+ 5 £ £ I * ^ * ^ r Cov [B,, Bj, Bk] 
i = l j=l 4 = 1 

+ 5 £ £ £ * ^ * ^ r C o v [B„Bj, Bk] 
i=i j=i *=i 

+ ? £ £ £ £ * ^ * ^ r ( C o v [B,, Bj, Bk, B,] 
i=l j=\ k=l l=\ 

- C o v [ B , , B J C o v [ B „ B , ] ) ] (2.5) 

where Cov [B,, BJt Bk] and Cov [B,, B,, Bk,Bt] are the third and 
the fourth-order covariance functions of the multivariate random 
vector B. In practice, the mean and the standard deviation of 
random variables are the only statistical information made avail
able through experiments. Hence it is almost impossible to eval
uate the third and the higher order covariance functions of ran
dom variables based entirely on experimental results. Fortunately 
these higher order covariance functions can be expressed in terms 
of the second-order covariance functions when the multivariate 
random vector is characterized by a normal distribution (Ander
son, 1958). In this case, the third-order covariance function re
duces to 

Cov [B,, Bj, Bk] = 0 (2.6) 

and the fourth-order covariance function reduces to 

Cov [Bi,Bj, Bk, B,] = Cov [B,, Bj] Cov [Bk, B,] 

+ Cov [Bi, Bk] Cov [Bj, B,] 

+ Cov [Bi, B,] Cov [Bj, Bk] (2.7) 

In order to use Eq. (2.6) and Eq. (2.7) to evaluate the second-
order estimate of the autocovariance of the nodal temperatures, 
the second-order equations need to be expressed in the most gen

eral form (Appendix A, Eq. (A6)). This general form leads to 
the assemblage and solution of (g + l)(q + 2)/2 sets of simul
taneous equations, namely one equation for <&, q equations for 
<frBj ((' = 1 . . . q) and q(q + 1 )/2 equations for $B(B (i = 1 . . . 
q, j = 1 . . . q). For linear cases the problem is not too severe 
since the conductance and the capacitance matrix are assembled 
only once while solving the zeroth-order equation (Eq. (A3)). 
The rest of the q first-order equations (Eq. (A4)) and the q(q + 
1 )/2 second-order equations (Eq. (A6)) can be solved using the 
same capacitance and the conductance matrices. For nonlinear 
cases, e.g., when radiation is present, Eq. (A2) is nonlinear, i.e., 
K is a function of the zeroth-order temperatures <fr. However, 
once the zeroth-order temperatures are evaluated, the nonlinear-
ity in the conductance matrix does not exist, rendering the higher 
order equations (Eq. (A4) and Eq. (A6)) linear. 

In these calculations a substantial computational effort is re
quired for the double summation related to the covariance matrix 
Cov [5 , , Bj]. The number of matrix multiplications involved is 
proportional to q{q + l ) / 2 for the first-order calculations while 
it is proportional to q(q + l)(q2 + q + 1)/8 for the second-
order calculations and so it is important to reduce this compu
tational effort when possible. The random vector B can be trans
formed to a random vector c such that 

Cov[c,, c,] = 0 for i * j ; = Var(c,) for i=j (2.8) 

The number of matrix multiplications is then reduced to q. The 
transformation above is carried out by solving the eigenproblem 

G * = * A (2.9) 

where the G and A matrices are used to denote Cov [B,, B,] and 
Cov [ci, Cj], respectively, and * is a constant, orthogonal, q X 
q fundamental matrix, such that 

B, = ipijCj or c, = ipjiBj (2.10) 

Using the transformation above, Eqs. (2.4)-(2.7) are modified 
and the temperature derivatives are evaluated with respect to c; 

instead of B,. The expressions for the estimates of the mean and 
variances of the heat fluxes are not given here, but the procedure 
is similar to the one mentioned above. Finally Eqs. (2.4) and 
(2.5) can be reduced to 

ffl='£(*^)2Var(c,) (2.11) 
;=i 

as the first-order estimate of the variance of the temperature and, 

< r i = 2 £ ( * J 2 V a r ( c , . ) 
;=i 

+ 5 £ £ ( * ^ ) 2 V a r ( c , ) V a r ( c ^ ) (2.12) 
f=i j = i 

as the second-order estimate of the variance of the temperature. 
In general, varying parameters are considered as either global 

or local. For example, consider the convective heat transfer from 
a surface S which is formed of n elements. If a single heat transfer 
coefficient h is applied to the entire surface S, then a variation in 
h implies a variation in each element, with a correlation between 
the elements. In this case the covariance matrix G will be full. 
On the other hand, if the coefficient is assumed to vary randomly 
but independently on each element portion of S, then the G ma
trix will be diagonal. In the former case the transformation of the 
G matrix, Eq. (2.9), results in n descending eigenvalues, the 
diagonal elements of A, which drop quickly to zero. Thus only 
a few positive eigenvalues need be used to represent the G ma
trix, leading to a reduction of the number of first and second-
order equations, Eq. (A4) and Eq. (A6). This advantage is lost 
in the latter case when the G matrix is a diagonal matrix, which 
essentially is the eigenvalue matrix A with most of eigenvalues 
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Fig. 1 Rectangular test case 

being of the same magnitude. The physical significance of the 
transformation can be elucidated by considering a special case of 
the previous example of convective heat transfer coefficient h as 
a random variable. Let there be uniform correlation between the 
elemental heat transfer coefficient (B,•), i.e., variation in the heat 
transfer coefficient of one element indicates the same amount and 
same kind of variation in the heat transfer coefficient of other 
elements. Then the first-order derivative of temperature with re
spect to h is the sum of all the derivatives of temperature with 
respect to the elemental heat transfer coefficient, i.e., d<bldh = 
2 (d$/dBj). By carrying out the transformation, we reduce the 

effect of all the elemental random variables S, to just one trans
formed random variable C\ with zero contributions from the rest 
of the transformed random variables c,, i.e., d$ldh ~ 9 $ / 9 c , , 
thus reducing the computational effort. 

The implementation of the procedure above deals with encod
ing Eqs. (A3), (A4), and (A6), into a conventional finite ele
ment code. Due to the computational advantage achieved through 
the transformation of Eq. (2.9), the equations above were mod
ified and the temperature sensitivities were evaluated with respect 
to the transformed random variable c,, instead of the random 
variable B,. Presently, the following parameters can be chosen 
to exhibit uncertainty: 

8 Thermal conductivity: kx, ky, k (isotropic) 
• Heat transfer coefficient: h 
• Surface emissivity: es 

• Boundary emissivity: eb 

• Prescribed heat flux: q0 

Test Cases and Discussion 
A simple domain was considered to study the use of the sto

chastic finite element method in predicting the transient effect of 
the variation of material properties and boundary conditions on 
temperatures and heat fluxes. A rectangular slab (x = 4 m, y = 
2 m) was maintained on one side at a constant temperature of 
T0, exposed on the neighboring side to a convective boundary 
condition, and insulated on the remaining two sides (Fig. 1). The 
first part of the discussion deals with the transient effect of the 
uncertainties on the temperatures and heat fluxes when the un
certainties have a 20 percent standard deviation. The second part 
of the discussion deals with the extent to which stochastic finite 
elements can predict statistical properties of temperatures and 
fluxes when the uncertainties exhibit a large scatter (high stan
dard deviations ). 

Transient Effects. The following are the characteristics of 
this test: 

Constant boundary temperature T0 = 100°C 
Variation in conductivity with k = 100 W/m°C, ak 

W/m°C 

-Transient 1st order 
-Transient 2nd order 
-Steady 1st order 
- Steady 2nd order 
SomplInn (5000 

STERDY STATE URLUES 

Fourier Number F0 

Fig. 2(a) C.O.V. of temperature for a 20 percent C.O.V. in conductivity 

• Variation in convective heat transfer with h = 10 W/m2C, 
r„ = 0.C, and a„ = 2.0 W/m2°C 

The following observations are made at a specific point (jr. = 2 
m, y = 1 m) on the slab. The spatial variations of the sensitivities 
were dealt with in a previous paper (Fadale and Emery, 1991). 

Figures 2(a,b) show the transient behavior of the sensitivities 
of the temperature to variations in the conductivity k and con
vective heat transfer coefficient h, respectively. The sensitivity 
of temperatures (or fluxes) is given by the nondimensional co
efficient of variation defined as ( o V * ) . The figures indicate that 
the temperature is very sensitive to conductivity at early times, 
showing nearly 40 percent variation at the initial time, but the 
effect decreases as steady state is approached (4 percent at steady 
state). In contrast, the temperature is only slightly affected by a 
variation in h. This effect is corroborated by the second-order 
estimate of the mean temperature for variation in h, which co
incides with the first-order estimates. The figures also show the 
results of a Monte Carlo sampling of 5000 cases. 

Figures 3(a, b, c) show the transient behavior of the mean 
heat flux in the x direction Qx and its sensitivity to variations in 
k and h, respectively. The magnitude of the heat flux is seen to 
increase rapidly in the early stages, up to a Fourier number of 
approximately 0.5, and then gradually decreases to a lower 
steady-state value. It is interesting to note that the transient nature 

Temperature C.O.U. <â = 

X = E.O. Y = I.0 

-Transient 1st order 
-Transient Snd order 
-Steady 1st order 
-Steady Pnd order 
Sampling (5000) 

Fourier Number Fn 

20.0 Fig. 2(6) C.O.V. of temperature for a 20 percent C.O.V. in the heat trans
fer coefficient 
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Fig. 3(a) Mean estimates of the heat flux in the x direction 
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-Transient 1st order 
-Transient Snd order 
-Steady 1st order 
-Steady Snd order 
Sampling (5000) 

Fourier Number Fa 

Fig. 3(c) C.O.V. of Qx for a 20 percent C.O.V. in the heat transfer coeffi
cient 

of the sensitivity of heat flux for variations in k and h is not 
similar to the transient behavior of the mean flux. The heat flux 
sensitivity to variations in conductivity drops to its lowest at 
about Fourier number 3.4 before it increases again to steady state. 
In contrast, the heat flux is insensitive to a variation in h until 
about a Fourier number of 1.0, after which the sensitivity in
creases gradually until it reaches a maximum at steady state. 

Figures 4(a, b, c) show the transient behavior of the mean 
heat flux in the y direction Qy and its sensitivity to variations in 
k and h, respectively. The heat flux Qy gradually increases until 
it reaches steady state, while the sensitivity of Qy to variations in 
k gradually drops. The sensitivity of Qy to variations in h, how
ever, peaks and is a maximum at a Fourier number of 0.3. 

Overall it is seen that the initial phase of this transient heat 
transfer problem is governed by the conductivity of the material 
while the latter phase is governed by the heat transfer coefficient. 
This effect is manifested as high sensitivities of temperature and 
fluxes to variations in k in the initial phases and to variations in 
h as steady state is approached. In terms of absolute magnitude, 
the temperatures and fluxes are twice as sensitive to the conduc
tivity as to the heat transfer coefficient. All the data presented in 
this section have been verified using the Monte Carlo sampling 
technique and the data match very well for a 20 percent standard 
deviation of the uncertainties. 

Effect of Standard Deviation. Table 1 compares the CPU 
time required to perform a steady-state analysis on the VAX 8820 

system, for the deterministic case (zeroth order analysis), the 
stochastic cases of first-order and second-order analyses and the 
Monte Carlo simulation (5000 cases), with a 20 percent standard 
deviation in conductivity and heat transfer coefficient. 

The second-order stochastic analysis does require more com
puter time compared to the first-order analysis, but the advantage 
of using the second-order stochastic analysis over the Monte 
Carlo simulation is clearly noticeable. This computational ad
vantage achieved by the stochastic finite elements over statistical 
techniques, like the Monte Carlo simulation, is mainly due to the 
fact that it is based on a theory of small perturbations. This limits 
the application of stochastic finite elements to small variations in 
the uncertain parameters. In order to study the extent to which 
this method can be applied, the previous test case was analyzed 
for various coefficients of variation of the uncertain parameter, 
i.e., 20, 30, 40, and 50 percent. The estimates of the means and 
the coefficients of variation of the temperature and fluxes were 
compared with results obtained from the Monte Carlo simulation 
for 5000 samples. Figure 5 illustrates the relationship between 
the variation of temperature and conductivity. The second-order 
results agree with the Monte Carlo results for conductivity 
C.O.V. up to 40 percent. Because of the limited sample size, the 
Monte Carlo results may not be accurate at high values (50 per
cent) and further tests are required to confirm the exact relation-

Heat Flux 0X C.O.U. (•k=BOX) 
X - 1.75." Y = 0.75 

Four i er Number FD 

Heat Flux Qy 

X = 1.75. Y = 0.75 

STEHDY STHTE UflLUES 

— H — 1st ord 
—O— Snd ord 

— a — 2nd ord 

— B — 1st ord 
— 0 — Snd ord 
— & — end ord 

v sample 

+ sample 

(T) 
(T) 

IT) 

(S) 
CS) 

(S) 

"k> 

"hi 

<«k> 

(«h> 

<°k> 

<«h> 

Fourier Number FQ 

Fig. 3(b) C.O.V. of Q, for a 20 percent C.O.V. in conductivity Fig. 4(a) Mean estimates of the heat flux in the y direction 
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Table 1 Comparison of CPU time for steady-state analysis 

-Transient 1st order 
-Transient 2nd order 
-Steady 1st order 
-Steady Snd order 
Sampling (5000) 

STEADY STATE UflLUES 

Fourier Number F0 

Fig. 4(6) C.O.V. of Qy for a 20 percent C.O.V. in conductivity 

ship. Following are the observations based on the study of the 
relative errors: 

• Errors always increase with the increase in the coefficient 
of variation of the uncertain parameter, which is an intrin
sic limitation of the perturbation method. 

• The estimates of means of the temperatures and fluxes are 
better predicted than are the estimates of the coefficient of 
variations of temperatures and fluxes. 

• For all the cases, the second-order estimates of the mean 
and the coefficient of variations predict the sampling prop
erties better than do the first-order estimates. 

9 This improved prediction justifies the added computational 
load in calculating the second derivatives of temperatures 
required for the second-order estimates. 

• The errors in the estimates also depend upon the kind of 
uncertain parameter under consideration. For example in 
the above-mentioned problem higher errors are noticed for 
the case with k (Fig. 3b) as the uncertain parameter than 
for the case with h (Fig. 3c) as the uncertain parameter. 

• The maximum error (which occurs at 50 percent coeffi
cient of variation of the uncertain parameter) in the esti
mates of the mean temperatures and fluxes is about 8 per
cent for the first-order and about 2 percent for the second-
order estimates. The maximum error in the estimates of the 

CPU time 
(minutes: seconds) Variation in K Variation in h 

Zeroth-order analysis 
First-order analysis 
Second-order analysis 
Monte Carlo simulation 

00:01.19 
00:06.98 
00:07.38 
06:44.85 

00:03.34 
00:03.47 
06:54.48 

coefficient of variation of temperatures and fluxes is about 
35 percent for first-order and about 28 percent for the sec
ond-order estimates. 

Conclusions 
The development of stochastic finite elements has given us a 

new tool for analyzing engineering systems exhibiting uncertain
ties and for the development of better experiments. Compared to 
the previous statistical techniques used to analyze systems with 
uncertainties, such as the Monte Carlo simulation, this nonsta-
tistical technique, which is based on perturbation theory, is more 
efficient and is easier to incorporate into major finite element 
programs. The effects of uncertainties in the material properties 
and the boundary conditions on the system response, which are 
also referred to as the response sensitivity to the uncertain pa
rameters, can be studied by considering the mean and the stan
dard deviation of the response. First and second-order estimates 
of mean and the standard deviation were developed based on the 
first/second-order, second-moment analysis. 

As demonstrated in the test example, there is a transient nature 
to the response sensitivity which is markedly different from the 
transient nature of the response itself. This kind of information 
is very important for the development of an experiment and also 
addresses the question of an optimal time of measurement of a 
response with regards to its sensitivity. It is also important to 
note that different quantities, such as heat fluxes in the x and the 
y directions, behave much differently with respect to time. Sim
ilar differences were reported by Fadale and Emery (1991) in 
terms of the spatial map of the variation. In terms of Qx and Qy 

at the point chosen for this example, Fig. 3 (c) suggests that Qy 

is a good measure of sensitivity at all times, but Qx should only 
be used at later times ( > F0 = 1). 

This technique was also studied for its accuracy in predicting 
the means and standard deviations of the responses. Observations 
indicate that the second order estimates are needed for high vari
ations in the uncertain parameters, especially for estimates of 

Heat Flux Dy C.O.U. Coh=aOX) 
X • 1.75. Y = 0.75 

Fourier Number Fn 

Fig. 4(c) C.O.V. of Qy for a 20 percent C.O.V. in the heat transfer coeffi
cient 

Journal of Heat Transfer 

12" 

- 9 

6 

3-

C.O.U. of Temperature < 
X = E.O. Y = 1.0 

+ 

ak) 

+ 

— e — 1st order, Steady 
—6—2nd order, Steady 
+ Sampling. Steady 

SO 30 40 50 60 
Coefficient of Uorlotlon <X) In Conductivity 

Fig. 5 C.O.V. of temperature for variation in conductivity 

NOVEMBER 1994, Vol. 116/813 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



C.O.V. of fluxes for both the transient analysis and steady state 
analysis. In conclusion, Stochastic Finite Elements offer us a tool 
which can be used not only to analyze a system but also to study 
the effects of uncertainties on the system response. It can also be 
easily incorporated into an optimal design procedure. 

Acknowledgments 
The authors wish to acknowledge the support of NASA 

through grant No. NAG-1-41. 

References 
Abemethy, R. B., Benedict, R. P., and Dowell, R. B., 1985, "ASME Measure

ment Uncertainty," ASME Journal of Fluids Engineering, Vol. 107, pp. 161-164. 
Anderson, T. W., 1958, An Introduction to Multivariate Statistical Analysis, 

Wiley, New York. 
Dettinger, M. D., and Wilson, J. L., 1981, "First Order Analysis of Uncertainty 

in Numerical Models of Groundwater Flow. Part 1. Mathematical Development," 
Water Resources Research, Vol. 17, No. 1, pp. 149-161. 

Ditlevsen, O., 1981, Uncertainty Modeling—With Application to Multidimen
sional Civil Engineering Systems, McGraw-Hill, New York. 

Fadale, T. D., and Emery, A. F„ 1991, "A Study of the Use of Stochastic Finite 
Element Analysis for Estimating the Effect of Uncertainties in Spatial and Boundary 
Parameters," presented at the 3rd ASME/JSME Thermal Engineering Joint Con
ference, Reno, NV, Mar. 17-22. 

Ghanem, R. G., and Spanos, P. D., 1991, Stochastic Finite Elements: A Spectral 
Approach, Springer-Verlag, New York. 

Hafta, R. T., and Kamat, M. P., 1985, Elements of Structural Optimization, Mar-
tinus Nijhoff Publishers. 

Lee, L. C , 1974, "Wave Propagation in a Random Medium: A Complete Set of 
the Moment Equations With Different Wavenumbers," Journal of Mathematical 
Physics, Vol. 15, No. 9, pp. 1431-1435. 

Leporati, E., 1979, The Assessment of Structural Safety—A Comparative Statis
tical Study of the Evolution and Use of Level 3, Level 2, and Level J, Research 
Studies Press. 

Lin, Y. K., 1967, Probabilistic Theory of Structural Dynamics, McGraw-Hill, 
New York. 

Liu, W. K., Besterfield, G., and Belytschko, T., 1988, "Transient Probabilistic Sys
tems," Computer Methods in Applied Mechanics and Engineering, Vol. 67, pp. 27-54. 

Liu, W. K., Belytschko, T., and Mani, A., 1986, "Random Field Finite Elements," 
International Journal for Numerical Methods in Engineering, Vol. 23, pp. 1831-1845. 

Moffat, R. J., 1988, "Describing the Uncertainties in Experimental Results," 
Experimental Thermal and Fluid Science, Vol. 1, pp. 3-17. 

Tasaka, S., and Matsouka, O., 1982, "Finite Element Analysis of Non-stationary 
One-Dimensional Random Diffusion Problems," International Journal for Numer
ical Methods in Engineering, Vol. 18, pp. 1045-1054. 

Thoft-Christensen, P., and Baker, M. J., 1982, Structural Reliability Theory and 
Its Applications, Springer-Verlag, Berlin. 

Vanmarcke, E., 1977, "Probabilistic Modeling of Soil Profiles," Journal of the 
Geotechnical Engineering Division, Vol. 103, Paper No. GT11, pp. 1227-1246. 

A P P E N D I X 

Finite Element Formulation 
Consider the semidiscrete transient heat conduction equation, 

C — + K * = q 
dt 

I.C. Plm=pl B.C. P 2 [ * ] = p 2 (Al ) 

where $ is the vector of temperatures, C, K, and q are the ca
pacitance, conductance, and source matrices, P1 and P2 are the 
initial conditions and boundary conditions expressed as functions 
of $ , while pi and p2 are known functions. Following the de
velopment of Liu et al. (1988) for the finite element formulation 
of the first/ second-order, second-moment technique, the capac
itance matrix C, the conductance matrix K, the source matrix q, 
and the temperature vector # are expanded in a Taylor series 
about the mean values of the random variables. The third and 
higher order terms are neglected from each series. The temper
ature vector Taylor series is shown below in Eq. (A2). The Tay
lor series representations of the rest of the matrices have a similar 
form. 

* = $ + 2 *B,</5, + I I Z ®BlBjdB,dBj (A2) 
/=i 1=1j=i 

Substituting the Taylor series expansion of the matrices in 
Eq. ( A l ) , the equations corresponding to terms of equal order 
are given as: 

Zeroth-Order Equation 

C ^ f + K* = q 
dt 

i.c p,[#]=p, B.C. p2m=P2 

First-Order Equations 

C ^ f a + K*^ = tBi i=\,...q 
dt 

I.C. P , [ * 7 ] = 0 B.C. P2['¥B~I] = 0 

(A3) 

(A4) 

where 

rf$ 
ffl, = Qfl, - CB , — - KB ( * 

dt 
Second-Order Equations 

dt 

I.C. PdW2] = 0 B.C. P2[W2] = 0 (A5) 

where 

** = 5 X Z *»,», Gov [fl„ B,] 
i=u=i 

dt 
'2 " 2 i i 1 HBIBJ *~B, , 2 ^B,Bj 

i=l }=\ I "' 

- K ^ - \ K ^ * \ Cov [B,, Bj] 

The second-order equation can also be written in the most general 
form as 

C — r ^ + K$B,B, = tt 
dt >,Bj \,...q and j = 1, 

I.C. Pd&B.Bjl = 0 B.C. P2[*BlBi] = 0 

where 

qBjB, : -TO 
d® 

dt iMv :K, 

(A6) 

',*} 
Implementation of these equations using finite elements in the 
spatial domain and finite difference in the time domain leads to 
matrix equations. Therefore, the stochastic finite element method 
involves the solution of these matrix equations (Eqs. (A3), 
(A4), and (A6)). The Gauss elimination technique was used for 
the solution of the set of matrix equations. Due to finite differ
encing in the time domain, the zeroth-order solution ($),. at time 
U is a function of the (*),,_, at the previous time step f,-_i only, 
while the first-order solution (<&B|.),, at time U is not only a func
tion _of (§>Bl),l_l at the previous time step but is also a function 
of (<!>),, at that time f,. Therefore at any time step, it is necessary 
to solve the zeroth-order equation, Eq. (A3), before obtaining 
the solution of the first-order equations, Eq. (A4), at that time. 
A similar requirement exists for the solution of the second-order 
equations, Eq. (A6), i.e., the zeroth and first-order equations 
need to be solved before solving the second-order equation at 
any time step. For nonlinear cases, e.g., when radiation is present, 
Eq. (A2) is nonlinear, i.e., K is a function of the zeroth-order 
temperatures $ . However, once the zeroth-order temperatures 
are evaluated, the nonlinearity in the conductance matrix does 
not exist, rendering the higher order equations (Eqs. (A4) and 
(A6)) linear. 
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Direct Simulation of Phonon-
Mediated Heat Transfer in a 
Debye Crystal 
A direct simulation of phonon-mediated heat transfer is described and preliminary 
results are reported. The method is derived from past work in simulating gas-dynamic 
flow and uses a linear array of cells for modeling a one-dimensional heat transfer 
problem. Central to the development of the technique is the Debye model for heat 
capacity of a crystal. The energy equation for this type of solid is presented and a 
phonon frequency distribution is obtained leading to a simulation technique that nat
urally takes into account changes in heat capacity. Using the linear array of cells, two 
fundamental problems are investigated. The first deals with the time evolution of the 
temperature profile in an array of 40 cells where the initial temperature distribution is 
300 K, and at time zero the temperature of the first cell is raised to 500 K and maintained 
at this value. The second problem involves determining the steady-state heat transfer 
through an array of 20 cells where the two boundary cells are held at 500 K and 300 
K. In this latter problem, the phonon mean free path is varied for each run and the 
results compared to both a continuum and radiation model for the heat transfer. Con
sidering the simplistic approach used in modeling the phonon collisions, the results 
from both the time evolution problem and the steady energy transfer one are encour
agingly close to predictions made with analytical solutions. 

I Introduction 
As electrical devices, sensors, and micromechanical compo

nents shrink into the submicron size regime, there is a funda
mental shift in the description of conduction heat transfer from 
the common continuum approach to a heat carrier mediated one. 
This latter description relies on the premise that particles, 
whether electrons in metals or phonons in dielectrics, carry en
ergy from one location to another. Research into this microscale 
regime has taken a number of paths and includes fundamental 
studies by Claro and Mahan (1989), Qiu and Tien (1992), Tien 
and Chen (1992), and Flik et al. (1992) as well as numerical 
simulation using molecular dynamics by Wakuri and Kotake 
(1991). For dielectric materials, a method based on the Boltz-
mann equation has been developed by a number of researchers 
that include Peierls (1955), Ziman (1960), and Goodson and 
Flik (1992). Recently, the connection between this approach and 
the equation of radiative heat transfer has been clarified by Ma-
jumdar (1991) for analysis of heat conduction within thin films. 
Further extension of these techniques to multidimensional prob
lems remains questionable due to the complexity of the Boltz-
mann equation. Analytical solutions are only possible when the 
collision term is greatly simplified and then only a phonon dis
tribution function is found. Monte Carlo techniques borrowed 
from radiative heat transfer can relieve some of the difficulty in 
solving practical problems involving phonon transfer (Klitsner 
et al., 1988). However, fundamental differences exist between 
phonon and photon behavior in the regime where scattering and 
collisional processes are important. With this in mind, a direct 
simulation method for phonons is presented. Its connection to the 
Boltzmann equation is through the application of a past similar 
method used for solving rarefied gas flow problems (Bird, 1976; 
Nambu, 1986). The ultimate goal of this work is to provide a 
numerical scheme for calculating energy transfer in complicated, 
microscale devices. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 1993; 
revision received December 1993. Keywords: Conduction, Numerical Methods. As
sociate Technical Editor: M. F. Modest. 

A comparison between rarefied gas dynamics and phonon-me
diated heat transfer reveals many similarities. At length scales 
that are comparable to the mean free path of the particles, the 
continuum approach is no longer a valid description and reliance 
must be placed on a distribution function. For dilute gases, the 
Boltzmann equation provides a description of how the distribu
tion function evolves in both space and time when molecular 
collisions are considered and when external forces are present. 
Analytical results exist for the Boltzmann equation in the form 
of the Chapman-Enskog solution (Vincenti and Kruger, 1965) 
where the collision term is highly simplified by introducing a 
relaxation time for departures from equilibrium. The reason the 
foregoing discussion is relevant to the present study is that in
tense research took place in this area during the 1960s because 
of the importance of rarefied gas flow around spacecraft. During 
this time, a direct simulation method was developed by G. A. 
Bird that has been shown in principle to capture all the features 
of a numerical solution to the Boltzmann equation (Bird, 1976; 
Nambu, 1986). Bird's method is not directly applicable to heat 
conduction in crystals due to fundamental differences between 
gas molecules and phonons. First among these differences is the 
lack of a simple collision model between phonons. For gas par
ticles, all one needs to ensure is that energy and momentum are 
conserved in a binary collision. With this assumption, the Boltz
mann distribution (Maxwellian speed distribution) is guaranteed 
and one can employ a cell time-counter as Bird does to keep 
track of molecular collisions in a simulation scheme. No such 
simplifying assumptions exist for phonons. Although energy will 
be conserved in phonon collisional processes, momentum is a 
property that may be conserved under one set of conditions and 
not conserved under others (Kittel, 1986). Even in perfect crys
tals, the so-called umklapp processes that are responsible for fi
nite thermal conductivity do not obey momentum conservation. 
A second difference is the strict conservation of molecules during 
a nonreactive collision while phonons can be created or de
stroyed. Because of these considerations, phonon collisional be
havior must be accounted for by using a statistical method based 
on known material properties of the solid. 

One other important aspect of this work is that it contains the 
Debye (1912) description of a crystalline solid. Debye's model 
furnishes the distribution of energy quanta over the normal 
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modes within the crystal. As such, not only is it an accurate 
description of the crystalline energy content (and hence, specific 
heat), it also forms the basis of the phonon model. In the next 
section, results of the Debye theory are provided along with an 
explanation of how they are used in the direct simulation method. 
Although the concept of thermal resistance is not inherent in the 
equations used to determine specific heats, the distribution of 
quanta over the normal modes is an indispensable part of the 
energy transfer model developed here. With such an accurate 
accounting of energy within the crystal, specific heat changes 
become an implicit aspect of the simulation technique. The im
portance of this may not be immediately obvious; however, spe
cific heat changes are large in devices operating under cryogenic 
conditions as well as for strongly bound crystals near room tem
perature (diamond and silicon). 

II Theory 
In the Debye theory, individual atoms of a crystal are assumed 

to move in a concerted fashion such that 37V — 6 normal modes 
of vibration are established. Here, TV represents the number of 
atoms or molecules comprising the crystal and the 6 involves the 
splitting out of the crystal rotational and translational degrees of 
freedom. Note that since TV is almost always a very large number 
even for a crystal of small dimensions, the 6 is often ignored. 
Debye reasoned that the atomic spacing within the crystal is short 
when compared to the wavelengths of the normal modes so that 
a continuous elastic body could be assumed for the crystal. The 
theory treats all normal modes in this manner. The phonon con
nection with the Debye model comes into play as follows. The 
37V normal coordinates have vibrational frequencies of vx, v2, 
. . . , v3N. The quantum of energy associated with each normal 
mode is hvx, hv2, . . . , hviN, and each mode can have many 
quanta associated with it where a number n,, n2, . . ., n3N iden
tifies how many quanta are in each mode. The total energy for 
the crystal then becomes 

E(rij) = X hvj(nj + | ) (1) 

or the | term in the expression can be summed independently to 
yield a constant giving 

E{rij) = X hvjtij + E0 (2) 

where E0 is the zero point energy. This expression can be inter
preted as the energy of a collection of particles whose total num
ber is n\ + n2 + . . • n3N and where the individual particle energy 
is identified as the quantum of the normal mode it is occupying. 

Since these particles are assumed to be indistinguishable, and 
there are no restrictions on their number in occupying a particular 
normal mode, the particles are bosons (Guinier and Jullien, 
1989). These pseudoparticles have been given the name pho-
nons. 

Even though Eq. (2) is conceptually useful for giving the en
ergy, a practical way of determining it is needed. In order to 
accomplish this, statistical thermodynamics can be used to de
velop a functional description of both the system energy and the 
phonon occupation numbers. This is done in detail elsewhere 
(McQuarrie, 1976) and will not be repeated here. The results of 
the derivation are 

E = 
Jo |y-" 

hv hv 
g(v)dv (3) 

where g(v) is a function describing the density of states. Since 
only 37V normal modes exist, the restriction on g(v) is, 

f g{v)dv = 37V (4) 

At this point in the development, the Debye model can be 
invoked for the purpose of yielding an expression for g(v). The 
method used to find the functional form relies on the concept of 
elastic waves confined to a cubical element (McQuarrie, 1976; 
Waldram, 1985). With specified side lengths of Lx, Ly, and Lz 

for the element, it is rather straightforward to obtain the number 
of vibrational modes between the frequencies of v and v + dv. 
Also, the elastic waves are assumed to be composed of one lon
gitudinal and two transverse modes where an average velocity u0 

of propagation is used in the resulting expression, hence 

12TTV 
g(v)dv = —;— v dv 

vl 
(5) 

This relation combined with Eq. (4) gives an expression for the 
upper limit on the integration. This is needed because g(v) is a 
monotonically increasing function of v, yet only 37V normal 
modes exist in the elastic solid. By integrating Eq. (4) until an 
upper limiting frequency is reached that satisfies the relationship, 
the so-called Debye frequency can be found. Doing this yields 

/ 37V Y ' 3 

and Eq. (5) becomes 

g(v)dv 
97V 

VD 

2dv 

(6) 

(7) 

Nomenclature 

A = area of radiating surface 
C, = random cosine value 
c„ = specific heat of crystal 

D0 = integral in Eq. (9b) 
d = travel distance of phonon in one 

time step 
E = system energy 

E* = system energy without zero point 
energy 

E0 = zero point energy of system 
h = Planck's constant = 6.626 X 

1(T34 J s 
K = thermal conductivity 
k = Boltzmann's constant = 1.381 X 

1(T23 J/K 
/ = phonon mean free path 

TV 
TV* 

n 
nj 

Q 

q 
Sr 
T 
f 

TD 

t 
At 

V 
uo 

= atoms in crystal 
= total number of phonons minus 

zero point number 
= atom number density 
= normal mode occupation number 
= total power radiated from surface 

element 
= radiated power flux 
= random sine value 
= system temperature 
= pseudo-temperature of system 
= Debye temperature 
= time 
= incremental time step 
= system volume 
= phonon velocity 

v. 
vy 

vz 
W 
X 

XD 

a 
V 

VD 

P 
a 

op 

<t>r 

= x-velocity component 
= y-velocity component 
= z-velocity component 
= phonon weighting value 
= spatial dimension or integrating 

variable 
= hvJkT 
= thermal diffusivity 
= phonon frequency 
= Debye frequency 
= material density 
= Stefan-Boltzmann constant 
= Stefan-Boltzmann constant for 

phonons 
= random angle between 0 and 2-K 

816/Vol. 116, NOVEMBER 1994 Transactions of the ASME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



for frequencies below vD and zero for frequencies above vD. This 
distribution function can then be substituted into Eq. (3) to give 
the energy of the crystal, 

1.00 

-lib hv hv 
hvlkT _ i """ ~~Z 

9nV 
v dv (8) 

Two features of this expression are noteworthy. First, the integral 
is nominally taken from zero to infinity. However, the distribu
tion function is zero after vD is exceeded, therefore the integral 
is functionally evaluated only from zero to the Debye frequency. 
Secondly, the last term in the brackets represents the zero point 
energy for each normal mode. The integration of this term is 
easily accomplished and yields a constant value representing E0 

in Eq. (2). To place the energy equation in a form useful for this 
work, the zero point energy will be evaluated and moved to the 
opposite side of the equation. Furthermore, the energy will be 
evaluated on a per unit volume basis. Finally, a new function will 
be defined that has the zero point energy removed from consid
eration, thus 

E* E 

V V 

9nkT 

(TDIT)~ 

_ C""9nh 

Jo VD t 

Jo e* - 1 

dv 

dx 

(9a) 

(9b) 

where x = hvlkT, TD = hvD/k, and xD = TDIT. Now, in order 
to find an expression for the total number of quanta occupying 
all vibrational modes of the crystal, the differential form of the 
energy equation can be defined as hv multiplied by the number 
of quanta residing in the frequency range between v and v + dv, 
hence 

dE* 

V 
hv 

dN*(v) 
(10) 

In this expression, the number of quanta is given by N*(v). 
Solving for the total number of energy quanta occupying all nor
mal modes yields 

N* 

V 

_ f"D9n v_ 

" J o v3
De'""k7 

3 Jo 

• dv 

9n 

(TDITf ex - 1 
• dx 

(11«) 

(lib) 

The starred quantity represents the number of energy quanta ex
clusive of the number residing in the zero point vibrational levels. 
The reason the zero point quantities are neglected in this devel
opment is that they contribute nothing to the energy transfer pro
cesses occurring in the crystal. 

The expressions derived above for the total energy and number 
of quanta are central to the work described here. To study these 
equations further, consider the integrand of Eq. (9a), 

9nh 
vl ehvlkT - 1 

(12) 

A plot of this function is shown in Fig. 1 for a TD of 115 K and 
a T of 40 K. The form is identical to that of Plank's distribution 
function for blackbody radiation. Also shown in the figure is the 
Debye cutoff frequency, which for this case is 2.4 X 10'2 Hz. In 
contrast to problems involving blackbody radiation, the phonon 
energy spectrum is terminated abruptly due to the very real con
straint of having no normal mode wavelengths shorter than the 
atomic spacing in the crystal (in the Debye model, the actual 
constraint comes out to be a few times the atomic spacing). This 
prevents a closed-form solution to Eq. (9). Also shown in the 
figure are two other curves with the same Debye cutoff frequency 
as before but crystal temperatures of 10 K and 300 K. Note that 

0.00 
0.0 1.0 2.0 3.0 4.0 

Phonon Frequency (THz) 

Fig. 1 Phonon frequency distribution for three different crystal temper
atures. Note that each curve has a different scaling factor that permits 
an easy comparison of curve shapes. 

the latter two curves have a scaling factor that permits an easy 
graphic comparison. 

As the temperature is varied, the shape of the phonon distri
bution curve changes. In the low temperature limit where T < 
TD, the curve approaches that of Planck's distribution for black-
body radiation. In this limit, the lower frequency phonons are the 
significant energy carriers and an analytical expression can be 
derived for the energy flux. This expression is found by first 
multiplying Eq. (9b) by v0/4 and then rearranging to obtain 

. 3 T T ^ A , 

h3v2
0 

(13) 

The expression follows the familiar Stefan-Boltzmann relation, 
q = aT*, where a for the phonon case is 

3Trk4D0 
(14) 

In this expression D0 is the integral found in Eq. (9b). For the 
low temperature limit, D0 can be evaluated as a definite integral 
and has the value of 7r4/15. For higher temperatures, the integral 
must be evaluated numerically because the distribution curve is 
truncated at the Debye frequency. Using the blackbody radiation 
analogy further, the heat flow between two infinite parallel sur
faces in the limit of no scattering is 

Q=A(a2Ti-alTi) (15) 

where a is determined by Eq. (14). This expression will be used 
later in a comparison of the numerical results from the simulation 
scheme. 

There is one final point that must be addressed before leaving 
this section. All equations developed so far are fundamentally 
based on the premise that the crystal is in thermodynamic equi
librium. However, transport processes require nonequilibrium 
behavior, and thus the phonon distribution predicted by Eq. (11) 
cannot strictly apply. Practically, two arguments can be made for 
an acceptable compromise to this problem. First, if the departure 
from equilibrium is not great, then the thermodynamic property 
of temperature may still be an adequate quantity for determining 
the energy. This has been argued recently by Goodson and Flik 
(1992) as an acceptable practice in dealing with the Boltzmann 
equation for phonons. The second argument is concerned with 
rather large departures from equilibrium. In this case, a parameter 
with the units of temperature is assumed to be valid in both Eqs. 
(9) and (11). This parameter will be referred to as the pseudo-
temperature and would be found by inverting Eq. (9) when a 
specific value of the energy density is known. With this pseu-
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dotemperature, Eq. (11) would then give the phonon frequency 
distribution. This second case must be used in problems where a 
region of interest is bounded by surfaces in equilibrium and 
where the phonon mean free path is long compared to the phys
ical dimensions of the region. For a location between the sur
faces, the phonons passing through would come from different 
distributions, thus preventing the assumption of local thermo
dynamic equilibrium. The point, however, is often rendered moot 
by the simple argument that when the mean free path of phonons 
is large, collisions are rare and the need for a firmly established 
temperature disappears. 

Ill Direct Simulation Method 
The direct simulation method described here divides the spatial 

domain into a number of cells. Particles are allowed to drift col
lision free at a prescribed velocity during a short interval of time. 
Then, during a second phase, each particle has the opportunity 
to collide and thus change its momentum and energy. In the rar
efied flow simulation developed by Bird (1963), collision part
ners are chosen among all particles existing within a cell, and a 
time counter is used so that only enough collisions take place to 
keep the counter close to the actual elapsed time. Since phonon 
processes do not lend themselves to this style of collision ac
counting, a mean free path technique is used for altering in a 
prescribed way the direction and frequency of the heat carriers. 
The details of the method are described in the following. 

(A) Initialization of the Method. This work considers a 
one-dimensional spatial domain divided into a linear array of 
rectangular cells. Even though all three coordinates are used to 
describe a particle's position and velocity, only the z direction 
allows passage from one cell to another. If a particle arrives at 
an x or y face, it specularly reflects and continues on its way. The 
simulation method starts by filling each cell with a number of 
phonons. Since the actual number that exists is much larger than 
the number that can be simulated, a weighting factor is used to 
describe how many actual phonons are being simulated. For ex
ample, a cell with a side length of 10 nm, a number density of 
6.02 X 1025 atoms per m3, a Debye temperature of 115 K, and 
existing at a temperature of 300 K contains 6.22 X 105 phonons. 
A typical weighting factor may be on the order of 1000. Thus 
each cell contains 622 simulated phonons representing a larger 
actual number. As the cell temperature increases the number of 
phonons grow to take into account the increasing number of ac
tual phonons. This method keeps the weighting factor constant. 

The initial conditions of each cell are set by the properties of 
the phonons residing in that cell. The initial position of each 
phonon is chosen using a random number generator and a scaling 
factor so that a position between the cell walls is achieved. Initial 
phonon velocity is chosen with a random direction but with a 
magnitude that remains constant. This is a simplification of the 
true situation and ignores any variations in phonon velocity due 
to the dispersion curve. The velocity components are chosen 
(Bird, 1976) by first calculating a cosine value from a random 
number Rx that varies between 0 and 1. Thus, Cr — 2(Rt) — 1 
gives this cosine value, which is then used in determining a cor
responding sine value from the equation 

S2
r + C2

r = l (16) 

From another random number R2 between 0 and 1, an angle <j>r 

= 2irR2 is calculated and the final velocity components are de
termined from 

vx = vQCr (17) 

vy = v0Srcos (4>r) (18) 

vz = v0Sr sin (4>r) (19) 

where v0 is the acoustic velocity of the traveling phonons. This 
procedure is also used in determining a new phonon velocity after 
a scattering event (as described later). 

The last parameter to define the phonon is its frequency. The 
total number of phonons (excluding the zero point number) per 
unit volume is given by Eq. (11). The integrand of this expres
sion can be written as 

9w v2 

It represents the distribution function describing the phonon fre
quencies. A technique referred to as the acceptance-rejection 
method (Bird, 1976) for sampling from a prescribed distribution 
is used in chosing the phonon frequency. The procedure is as 
follows. A random number between 0 and 1 is generated and 
then scaled to the range of the independent variable of the dis
tribution function. In this case it would be a random frequency 
v, between 0 and vD. The value of the function at this random 
frequency is calculated and then normalized by the maximum 
value that the function can attain within the frequency interval. 
For the temperature range considered in this work (namely T > 
TD), the value of the function is a maximum at vD so the nor
malization proceeds by way of rj*(i/D). Next, a second random 
number between 0 and 1 is generated and compared to this nor
malized value. If the second random number is larger than the 
normalized value, vr is accepted as a sampled frequency from 
the distribution function. If the opposite is true, vr is rejected and 
the procedure is repeated until a frequency is found for the pho
non. In this way a distribution of frequencies is built up that 
statistically follows the prescribed distribution of the generating 
function. Using this procedure, phonons are added to each cell 
until the sum of the phonon energies equals the initial energy of 
the cell. 

(B) Particle Drift in Cells. As mentioned at the beginning 
of this section, the simulation scheme separates the movement of 
the phonons from scattering events. With this procedure all pho
nons "drift" a distance equal to d = v0At, where At is chosen 
as some incremental time element. If a wall is encountered during 
the drift phase, a specular reflection occurs and results in a change 
in velocity (direction only). The time interval At is chosen such 
that d is small compared to the cell dimension. In the results 
reported here, d is one fifth the cell dimension, or 2.0 X 10 "9 m. 

Energy transport occurs when a phonon passes from one cell 
to another. In doing so, an actual phonon would carry with it hv 
amount of energy. In the simulation, each phonon represents a 
much larger number of real phonons, thus the actual amount of 
energy transferred from one cell to another is hvW, where W 
represents the weighting factor used in the phonon calculations. 
The numerical scheme performs the required bookkeeping so that 
energy is either added to 6r subtracted from the appropriate cell. 

(C) Cell Temperature and Phonon Number. Under the 
nonequilibrium conditions that characterize energy transport, 
Eqs. (9) and (11) do not strictly apply since the temperature in 
each has little meaning. However, as argued earlier, a false or 
pseudotemperature may be postulated that to a close approxi
mation would function in Eq. (9) to yield the energy. This pseu
dotemperature would be given the symbol T and would replace 
the true temperature to give 

E* 9nkf fD x3 , , „ „ 
— = - 3 — — - d x (21) 
V (TDITy J0 e* - 1 

Although this may involve an approximation to the true case of 
linking a temperature-like parameter to the cell energy, the real 
need for the pseudotemperature is in the sampling of the phonon 
frequency distribution. After a particular drift phase has been 
completed, a new cell energy generally results due to phonon 
exchange between cells. This new energy value determines a 
unique pseudotemperature through numerical inversion of Eq. 
(21). Based on this pseudotemperature, a new phonon frequency 
distribution for the cell is found from Eq. (20). Note, however, 
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that the frequencies of the individual phonons residing in the cell 
still conform to their original values and are not changed to the 
new distribution. At this point, the actual cell energy as deter
mined by summing the energies of all phonons currently in the 
cell may be equal to the cell target energy. If this is the case, the 
next cell is considered. However, if the target energy is larger 
than the actual energy in the cell, the simulation scheme adds 
phonons until the energy is equal to that of the target energy. 
Each added phonon is placed in the cell with a randomly chosen 
position and velocity as indicated in the section describing the 
initialization routine. Also, frequencies are determined for each 
phonon through the sampling process described earlier. All tem
perature information needed for the sampled frequencies comes 
from using the new pseudotemperature. For the opposite case of 
too much cell energy, randomly chosen phonons are deleted until 
the actual cell energy equals the target cell energy. Typically, 
only a few phonons are added or deleted out of the approximately 
600 to 1000 that are contained in each cell at any given time step. 

(D) Collision Routine. The final task for the simulation 
scheme is to take into account phonon-phonon collisional pro
cesses and phonon scattering events by crystal imperfections. 
Unfortunately, the complexity of this aspect of the problem pre
cludes the relatively simple solution used in simulating rarefied 
gas flows. Consider first the situation where two phonons collide 
to produce a third phonon; this gives rise to the so-called normal 
(N) process. Local thermodynamic equilibrium cannot be estab
lished since the total momentum of the phonon "gas" is not 
changed. At temperatures where the average phonon energy is of 
the order of kT or higher, umklapp (U) processes predominate. 
In this case two phonons interact with the reciprocal lattice vector 
so that a third phonon results, having a different momentum than 
the sum of the two collision partners. In all cases energy is con
served; however, momentum may or may not be depending on 
the type of collision. When phonon scattering from crystal im
perfections is also considered, a very complicated picture 
emerges. The direct simulation scheme described here takes into 
account phonon collision and scattering by way of a mean free 
path model. 

The simplest scheme possible is one where a single mean free 
path, /, is used to describe the probability of a collision regardless 
of the crystal temperature or the phonon frequency. This is in 
contrast to the known behavior of a phonon gas, that is, if the 
phonon number density increases in a particular cell, then the 
mean free path should go down due solely to the increased fre
quency of collisions (Kittel, 1987). In fact, the mean free path 
should vary as I « \IT, which is borne out by experiments. Ig
noring this argument in favor of both simplicity and the desire 
to have a constant thermal resistance, the simple model will be 
retained here. In order to implement this scheme, the distance 
traveled by a phonon during the drift period is first determined 
by multiplying the phonon velocity by the time interval At. A 
probability is then calculated based on the equation, 

P(d) = 1 - e-"" (22) 

where d = v0At. This equation was originally derived for the 
mean free path of a molecule in a dilute gas (Tien and Lienhard, 
1979), but its use here appears valid due to the fact that molecular 
parameters do not appear in the expression, and that similar sta
tistics (Poisson) should apply to phonons as well. In the simu
lation scheme, each phonon in the cell is tested to determine 
whether it should undergo a collision. A random number between 
0 and 1 is generated and compared to the magnitude of P(d). If 
the random number is greater than P(d), no collision takes place 
and the next particle is considered. If the random number is less 
than P(d), a collision has taken place and the following proce
dure is performed. The phonon velocity is changed (direction, 
not magnitude) using the random procedure described earlier. In 
addition, the phonon frequency is changed by sampling the new 
frequency distribution using the new pseudotemperature for the 

cell. This, on average, thermalizes each phonon to local condi
tions in the time interval associated with one mean free path. 
However, since the cell dimension is chosen such that it is smaller 
than the mean free path, many phonons pass through cells with
out relaxing to the local cell conditions. This is especially true if 
the mean free path approaches the dimension of the entire cell 
array. In this case phonons may travel from one boundary cell to 
the other without thermalizing. This is a necessary condition for 
handling ballistic phonons that do not collide during transit 
through the cell array. 

(E) Boundary Conditions. A constant-temperature 
boundary condition has been chosen as the most straightforward 
to implement. From the previous discussion, the cell energy is 
already monitored in two ways. First, the target energy of each 
cell is followed by accounting for the phonon movement across 
cell boundaries. Second, during each time step, the actual energy 
in each cell is found by summing each phonon energy in the cell. 
One possible way to impose the constant-temperature boundary 
condition is to set the target energy of the two end cells to the 
energy corresponding to the desired temperature. If this were 
done in isolation, then the cell energy could indeed be kept con
stant at the required level, but the possibility exists for a phonon 
entering the boundary cell to emerge again without thermalizing, 
especially if the mean free path is long compared with the cellular 
dimension. One important consideration in this respect is to have 
the emission characteristics of the boundary cell surface (the sur
face facing the interior array of cells) constant in time and in
dependent of what is occurring in the interior of the array. Fur
thermore, the surface should emit energy in accordance with Eq. 
(13) in order to predict the energy exchange in the no-scattering 
limit correctly. The solution arrived at in this work involves 
changing all phonon characteristics within the two boundary cells 
during each time step. This is accomplished by first determining 
a new position within the cell and a new velocity for each pho
non. these positions and velocities are chosen at random in a 
procedure that is similar to the initiation routine. Next, the pho
non frequency is changed by sampling the frequency distribution 
using the temperature for the boundary cell. Finally, if the re
sulting cell energy differs from that which corresponds to the 
imposed temperature, phonons are either added or deleted until 
the energy is consistent with the temperature. With this proce
dure, conditions within the cell array cannot influence the bound
ary cell. For example, if a phonon leaves cell 2 and arrives in 
cell 1, then within the same time step a new random position 
within cell 1 is determined for the phonon along with a new 
velocity and sampled frequency. This procedure, in addition to 
yielding independent conditions in the boundary cells, also gives 
energy emission characteristics that are within 5 percent of those 
predicted by Eq. (8 ). Although a closer match may be desirable, 
the results of using this procedure are entirely adequate. 

IV Results and Discussion 
The first heat transfer problem chosen for study involves a 

linear array of 40 cells with a prescribed temperature at each 
boundary. In the first series of runs, the initial temperature for 
the cell array was 300 K. At time zero the first cell temperature 
was raised to 500 K and maintained at this value. Also, the last 
cell was held at the initial temperature of 300 K during the run. 
The evolution of the temperature distribution within the cell array 
was then monitored. In these first trials, the phonon mean free 
path was two cell lengths, or 20 nm. The second series of sim
ulation runs involved steady-state energy transfer through an ar
ray of 20 cells. As in the first set of runs, the boundary cells were 
maintained at temperatures of 500 K and 300 K. Steady condi
tions were established by monitoring the energy transport over a 
large number of cycles. The physical parameters used in setting 
up the simulation runs are listed in Table 1. Of particular note is 
the Debye temperature chosen for the study. It is much lower 
than the temperature used in the runs; hence a regime was studied 
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Table 1 Various parameters used in the direct simulation method 

Number of Cells 

Cell Length 

Weighting Factor 

Particles per Cell 

Crystal Density 

Molecular Weight 

Initial Temperature 

Max Boundary Temp 

Thermal Diffusivity1 

40 

10 nm 

1000 

622 @ 300 K 

3000 kg/m3 

30 

300 K 

500 K 

6.67 x 10-6 mz/s 

Mean Free Path 

Time Interval 

Phonon Speed 

Debye Frequency 

Debye Temperature 

Debye Wavelength 

Atomic Number Density 

Debye Heat Capacity1 

Thermal Conductivity1 

20 nm 

2 ps 

1000 m/s 

2.4 x 101! Hz 

115 K 

0.4 nm 

6.02 x 102 Snr3 

824.7 J/kg-K 

16.5 W/m-K 

iThe temperature used in calculating heat capacity, thermal conductivity, and thermal 
diffusivity is 300 K. 

where the thermal capacity of the material was relatively con
stant. 

(A) Numerical Error Analysis. Assessing the numerical 
error of the simulation routine requires a knowledge of both the 
numerical noise associated with finite particle numbers and the 
overall accuracy of the technique. This latter aspect will be ad
dressed in the following sections by using a comparison with 
known analytical solutions. The numerical noise and its effects 
on the accuracy of the technique will be addressed here. 

A three-cell linear array was set up where the temperatures of 
the two boundary cells were held at 300 K. The properties of cell 
two were then monitored over a period of 500 time steps. The 
results of several simulation runs are presented in Fig. 2. Each 
run differs by the nominal number of paiticles occupying the cell. 
In the upper most curve N = 62 represents the average number 
of particles residing in cell number two. It is important to note 
that at any particular time step, the actual number of particles in 
cell 2 will vary from this average value, leading to the observed 
temperature fluctuations. Each vertical tick mark in Fig. 2 sig
nifies a 10 K temperature difference, but each curve is plotted on 
its own vertical scale with a 300 K baseline. The standard devi
ation of the numerical noise is also shown in the figure as a. It 
is shown to decrease from 29.8 K to 10.5 K as the average num
ber of particles in the cell increases from 62 to 622. Important 
conclusions to draw from this exercise are that (1) the numerical 
scheme is relatively stable in that it fluctuates about the expected 
temperature value of 300 K, and (2) the numerical noise with an 
average of 622 particles in the cell is of the order of 10 K. This 
was observed to hold for a series of runs where the mean free 
path was varied from one cell length to 100 cell lengths (10 nm 
to 1000 nm). 

(B) Continuum Model. The continuum model for the first 
series of experiments is the one-dimensional, time-dependent 
conduction equation, 

dT_ d2T 
dt ~ a dx2 (23) 

where the thermal diffusivity is a = K/cvp. Estimating the vari
ous quantities that yield the thermal diffusivity is accomplished 
as follows. The heat capacity can be determined from Eq. (9) by 
taking the partial derivative with respect to T at constant volume. 
This gives 

9nk 
(TD/T) f 

>»o 
(e'-l)2 ; dx (24) 

Using the parameters in Table 1, Eq. (24) yields 824.7 J/kg-K 
for c„ at 300 K and 828.6 J/kg-K at 500 K. This shows that the 
heat transfer in the specified temperature range takes place in the 
high temperature limit where c„ undergoes little change. The 
other quantity needed for the continuum model is the thermal 
conductivity. From the kinetic theory of gases, the thermal con
ductivity can be expressed as 

Q. 

E 

300 

300 

300 ? 

300 JA^'n^y/yW^ 

N = 62 
a = 29.8 

N = 124 
a = 24.1 

N = 311 
a = 16.2 

N = 622 
a = 10.5 

0 100 200 300 400 500 600 700 

Time Step 

Fig. 2 Statistical fluctuation in cell temperature for various runs that dif
fer by the number of particles in the cell. The number of particles in the 
cell (N) and the standard deviation of the fluctuations [a) are provided for 
each data set. 

where all terms have been previously described. This can also be 
applied to determining the thermal conductivity of dielectric 
crystals (Kittel, 1986) although the calculation should only be 
considered an estimate. Using the heat capacity at 300 K and a 
mean free path of 20 nm, Eq. (25) yields 16.5 W/m-K for the 
thermal conductivity. Applying these quantities to determining 
the thermal diffusivity gives 6.67 X 10~6 m2/s. This is the value 
that will be used in the time-dependent, one-dimensional con
duction equation. 

(C) Results of the Simulation Runs. Figure 3 shows the 
results obtained for the one-dimensional heat transfer problem 
using the phonon simulation scheme. The numerical results are 
the open and filled symbols comprising the four curves. They 
represent times of 200 ps, 800 ps, 2 ns, and 6 ns. To reduce 
numerical noise, each point for a particular curve is the result of 
averaging five time steps. Furthermore, ten different simulation 
runs were averaged that differed only by the seed value used in 
the simulation's random number generator. This reduced the 
noise in the results by a factor of seven over what would have 
occurred if this averaging scheme had not been done. The solid 

550 

O 300 

250 

K = 5 c„v0l (25) 

0 100 200 300 400 

Cell Array Position (nm) 

Fig. 3 Time evolution of the temperature distribution for a linear array 
of 40 cells. Phonon mean free path for the simulation was set at 2 cell 
lengths, or a phonon Knudsen number of 0.05. 

820 /Vol. 116, NOVEMBER 1994 Transactions of the ASME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



lines associated with each of the four curves are the temperatures 
predicted by the continuum model. Equation (23) was used along 
with the previously determined value for the thermal diffusivity. 
Considering the simplistic approach taken in the simulation 
scheme for the phonon collision model, and recalling the rather 
elementary calculation for the thermal conductivity, the agree
ment between the numerical data and the analytical curves is 
encouraging. This supports the assertion that the phonon simu
lation scheme has captured essential features of the energy trans
fer process in the limit where the continuum model is valid. One 
note of interest is the possible beginnings of a divergence be
tween the two approaches as shorter time intervals are consid
ered. This is brought out in the data for the 200 ps case, and 
results from earlier times show similar differences. This effect 
may be caused by the nonlocal behavior of the energy transport 
process as described by Mahan and Claro (1988). Further study 
of this divergence is currently underway. 

The utility of the phonon model is the ability to determine heat 
transfer rates when mean free paths approach the characteristic 
physical dimensions of the problem. To study this aspect, a 
steady-state system was set up that was comprised of a linear 
array of 20 cells where the first and last cells were maintained at 
temperatures of 500 K and 300 K, respectively. An initial tem
perature of 400 K was assigned to each interior cell. The simu
lation was then allowed to progress at least 1000 time steps while 
the energy transfer through the array of cells was monitored. 
When steady conditions were ensured, the rate of transfer was 
recorded by averaging at least 600 time steps of information. The 
parameter varied in this problem was the mean free path of the 
phonons. The initial value was one cell length, or 10 nm. For 
each subsequent run of the simulation, the mean free path was 
increased. 

Figure 4 shows the rate of heat transfer from each simulation 
run as a function of the mean free path. Also plotted in the figure 
are the continuum model results and the "Radiation Limit" pre
dicted by Eq. (15). The thermal conductivity used in the contin
uum model reflects the change in phonon mean free path. As is 
evident from the figure, at relatively short mean free paths, the 
continuum approach and the simulation method predict similar 
results. At a Knudsen number of 0.05 (based on mean free path 
divided by cell array length), each approach predict heat transfer 
rates that differ by only 2 percent. As the mean free path is in
creased, the continuum model predicts increasingly higher trans
fer rates while the simulation method approaches to within 3 
percent the radiation limit of Eq. (15). Although not presented 
here, temperature profiles for the larger mean free path cases 
begin to show the temperature jump that should exist between 
the boundary cells and the interior ones as collisions become less 
frequent. These results suggest that the direct simulation method 
accurately takes into account the relevant mechanisms for pho-
non-mediated heat transfer. 

V Conclusions 
In this paper, a method has been presented that captures many 

of the processes that are important in modeling heat transfer by 
phonon transport. From elementary phonon frequency distribu
tions derived from the Debye model, and assuming very simple 
phonon collision dynamics, the simulation code is able to predict 
accurately one-dimensional temperature profiles occurring in the 
continuum limit. Furthermore, when scattering ceases to become 
an important matter, the heat transfer rate between two parallel 
plates is also accurately determined. These conclusions are only 
for one-dimensional heat transfer, but extension to two or three 
dimensions and to complicated geometries appears straightfor
ward. Also, the results are for the high temperature limit in the 
Debye model where the heat capacity is nearly constant. Of the 
various parts of the simulation method that may require further 
work, the collision routine and the lack of dispersion in the pho
non velocity are the two that stand out. From the results encoun-
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Fig. 4 Normalized energy transfer through an array of 20 cells as a func
tion of phonon Knudsen number. The radiation limit for a square surface 
of dimension 10 nm x 10 nm is 1.18 x 10"5 W. 

tered so far, a change in phonon velocity as a function of fre
quency is not warranted. However, assuming that a single mean 
free path is valid for all phonons regardless of their frequencies 
is too gross an approximation to use in all but the simplest of 
cases. A more sophisticated model based on different mean free 
paths for different phonon frequencies appears a more likely path 
to follow in future work. Furthermore, the mean free path could 
also be tied to two other quantities: (1) the number of phonons 
residing in a particular cell to model known variations in thermal 
conductivity as the temperature changes, and (2) the coordinate 
direction and the component of velocity in that direction. This 
latter consideration would permit material anisotropic behavior 
to be taken into account. 
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E R R A T A 

To the paper ' 'Rewetting Theory and the Dryout Heat Flux of Smooth and Grooved Plates With a Uniform 
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1994, pp. 173-179. 

In Eqs. (21), (30), and (31), the term (1 + (AIB)) should read as (1 - (AIB)). In Eq. (29) , / , outside of 
the integral sign should be eliminated. In Eq. (50), the term — f32

n(r — X) should read as 

- / ? „ < T - \ ) 

while in Eq. (52), the term 

should be 
~tl7TTit] L 

We regret the typographical error, which we failed to catch. 
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The Interfacial Pressure 
Distribution and Thermal 
Conductance of Bolted Joints 
Experimental interface pressure distributions and thermal conductance data are 
presented for a bolted joint. The variables considered included the bolt torque and 
associated axial load, the upper and lower plate thicknesses, and the mean interface 
temperature within the bolt radius. For 7.62-cm-dia Aluminum 6061-T6plates, axial 
loads of 6.69 to 13.425 kN (1500 to 3000 lb), three heat fluxes, and mean junction 
temperatures of up to 310 K were considered. Pressure distribution data obtained 
with a pressure-sensitive film compared favorably with both theoretical predictions 
and published experimental data. Thermal conductance data obtained at three radial 
locations for the bare interface compared favorably with published data. These data 
also were compared with a previously published correlation for heat transfer in 
bolted joints. Thermal conductance data for high-conductivity elastomeric gasket 
materials were obtained to ascertain their suitability for thermal enhancement. The 
results of this investigation will be useful in the thermal analysis of bolted and riveted 
joints. 

Introduction 
Bolted or riveted joints, the most common types of me

chanical connections, are found in numerous components, as
semblies, and systems. These systems include engines, 
transformers, extrusion units, gas turbines, power generation 
equipment, and spacecraft thermal control systems, as well as 
microelectronic devices. The efficient transfer of heat through 
the bolted or riveted joints in these components and systems 
is essential for optimum thermal performance. As a conse
quence, an understanding of the thermal resistance associated 
with these joints is an important consideration in the overall 
thermal analysis. 

Evaluation of the thermal resistance of these joints is com
plex because the contact pressure is not uniform over the entire 
interface of the joint. It is not possible, therefore, to use the
oretical or analytical techniques for prediction of the thermal 
contact conductance (Fernlund, 1961). The contact pressure 
has been found to be highest near the bolt or rivet shank and 
decrease to zero a few bolt or rivet radii away from the cen-
terline. 

When an electronic component is attached to a base plate, 
or when two plates are bolted or riveted together, there will 
be contact in the immediate vicinity of the bolt or rivet. Such 
a joint may be modeled by two plates bolted together, as shown 
in Fig. 1. The actual contact area will be circular in shape, 
with the contact pressure decreasing with distance from the 
bolt centerline. The area of the actual contact zone is directly 
associated with the resistance to heat transfer. If there is a 
region of no contact and the temperature of the components 
is such that there is negligible radiative heat transfer, then the 
energy transfer will be constrained to flow parallel to the bolt 
axis through the contact zone at the interface. The area of the 
contact zone depends upon the pressure distribution between 
the surfaces caused by the tensile load in the bolt, and the 
thicknesses of the plates composing the joint. The heat transfer 
through a bolted joint, then, is dependent upon the pressure 
distribution at the joint as well as the macroscopic and mi
croscopic contact resistance. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OJ> 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 1992; 
revision received October 1993. Keywords: Conduction, Electronic Equipment, 
Thermal Packaging. Associate Technical Editor: R. Viskanta. 

Pressure Distribution. Most of the theoretical and exper
imental studies of bolted joints have been conducted for an 
axisymmetric loading condition on two plates bolted together, 
as shown in Fig. 1. The pressure distribution is a function of 
several geometric variables such as the plate thicknesses, bolt 
diameter, load radius, and other variables including the axial 
force and interface surface characteristics. 

Most theoretical studies have involved replacement of the 
interface pressure distribution between two bolted plates with 
the stress distribution at the midplane of an infinite plate with 
a hole, generally known as the single-plate model. In this case, 
the axial and radial replacements between the two plates within 
the contact zone are equal. Another assumption often made 
is that the loading pressure under the bolt head is constant. 

Rotscher (1927) was probably the first investigator to cal
culate the contact zone radius. The stresses were considered 
to be dispersed within an angle of a = 45 deg, with the as
sumption that the interface pressure was constant up to the 
distance of the contact radius. This assumption was a first 
approximation of the contact radius, but the pressure distri
bution was not characterized satisfactorily. 

Fernlund (1961) assumed that the bolted plates could be 
represented by a single plate of the same total thickness. The 
interface pressure of the bolted joint could be approximated 
then as the midplane stress of the single plate. With the as
sumption of thick smooth plates of the same thickness t{ = t2= t, 
with axisymmetric loading, Fernlund developed an exact so
lution for the pressure using Hankel transforms and the single-
plate model. Fernlund also developed an approximate solution 
for the interface pressure distribution assuming that the pres
sure was a fourth-order polynomial of the ratio r/a: 

a, = A ;)4+*G)'+cC + D | - l +E (1) 

Assuming the boundary conditions: 

= 1 : 
do. 
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Fig. 1 Bolted joint under load with representative heat flux and pressure 
distributions 
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the coefficients are of the form: 

A = 

:Mf + 5 -»(:),+»©'-»(f)« 
—?K+' 
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D — 4I- A 
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The contact radius, c, can then be calculated using Rotscher's 
assumption: 

c b t 
- = - + - tan a 
a a a 

axial 

* ( # • V) 

(2) 

(3) 

Motosh (1975, 1976) used the same approach to analyze the 
pressure distribution at the bolted joint interface, and exam
ined two different pressure distributions: a conical envelope 
and a spherical envelope. 

Gould and Mikic (1971) investigated the pressure distribu
tion and the contact zone radius using a finite element method. 
They used both a single-plate model and a two-plate model 
for several geometric configurations (t/a=\, 1.33, 2, and 
b/a=l.3, 1.6, 2.2, 3.1). In the two-plate model the radial 
displacements at the interface are not the same, and a shearing 
stress exists in the contact zone. A comparison of the results 
of these two models shows that the contact zone radii calculated 
with the two-plate model were less than for the single-plate 
model, which results in a significant reduction in the contact 
area. For example, in the case of t/a=\ and b/a = 2.2 the 
contact area calculated with the two-plate model is 36.4 percent 
smaller than for the single-plate model. Gould and Mikic also 
calculated the radius of the contact area for bolted joints con
sisting of two plates of unequal thickness. A comparison of 
the contact radii between two bolted joints of the same total 
plate thickness, ti + t2 = 0.986 cm (0.381 in.), one bolted joint 
of two plates each 0.485 cm (0.191 in.) thick, the other bolted 
joint of a 0.315 cm (0.124 in.) and a 0.653 cm (0.257 in.) thick 
plate, showed that the contact radius of the unmatched pair 
is smaller than that of the pair of equal-thickness plates. A 
comparison of the calculated and experimentally measured 

N o m e n c l a t u r e 

a = bolt radius 
b = load radius 
c = contact zone radius 

Fa = axial force 
hc = thermal contact resistance 
k = thermal conductivity 
p = applied pressure 
P = interface pressure 
q = heat flux 

r = 
R = 

Rt = 

t 
T 
z 

radial coordinate 
plate outer radius 
dimensionless thermal contact 
resistance 
thickness of the plates 
temperature 
axial coordinate 
half-angle of stress dispersing 

AT = temperature drop at interface 
v = Poisson ratio 

az = axial stresses at interface 

Subscripts 
1 = upper plate 
2 = lower plate 
z = axial direction 
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contact radii showed good agreement with the calculations of 
the two-plate model. 

Chandrashekhara and Muthama (1977, 1978, 1979) devel
oped an exact theoretical solution in terms of Fourier-Bessel 
integrals for the stresses in a thick plate of infinite extent having 
a circular hole and axisymmetric loading. Several values for 
the ratios t/a and b/a were considered as well as several values 
of the Poisson ratio, v. A graphic representation of the pressure 
distribution suggested the following conclusions: 

• The interfacial pressure • distribution tends to zero for r/ 
a>5; 

9 For elastic deformation, the only material property that 
may affect the pressure distribution is the Poisson ratio, 
but its effect can be neglected except when v is very small 
(<0.15); and, 

9 A single-plate model can be used if the plates are of the 
same thickness and the same material 

Ziada and Abd El Latif (1980) investigated the effect of 
various plate thickness ratios of two plates, ti/t2, on the load 
and stress distribution in cylindrical bolted joints using a finite 
element technique. Computations were performed for four 
joints with the total joint thickness of 50 mm, with plate thick
nesses of 5 mm/45 mm, 12.5 mm/37.5 mm, 20 mm/30 mm, 
and 25 mm/25 mm. A computation of the load distribution 
at the surface under the bolt head showed that the load is 
neither constant nor uniform, as assumed in previous studies. 
The contact radius at the interface is greatly affected by the 
thickness ratio of the two bolted plates. The maximum value 
of the contact radius, c, is reached at c/a = 3.5 for plates of 
equal thickness, and the minimum value of the contact radius 
approaches a constant value of c/« = 2.5 for thickness ratios 
oft'i/t2>10. 

Curti et al. (1985) computed the pressure distribution for 
different loadings using the boundary element for a single-
plate model. The load shapes were constant load, a linearly 
increasing load from zero at r = a to a maximum at r= b, and 
a linearly decreasing load from a maximum at r = a to zero at 
r = b. Computation of the pressure distribution and the contact 
radius (end of interface pressure) for geometric ratios of 
t/a=l, 1.36, 2 and b/a =1.6, 2.2 showed that both depend 
on the shape of the load distribution under the bolt head. This 
influence decreased with the ratio (b-a)/t and tended to 
disappear when this ratio was less than 0.3. 

Bradley et al. (1971) employed a three-dimensional photo-
elastic analysis using a freezing technique to predict the inter
face pressure for nine different bolted joint geometries. The 
bolted plates were composed of smooth flat plates of photo-
elastic material, all of equal thickness. Nine bolted joint ge
ometries (t/a- 1,4/3,2, and b/a = 1.5,2,3) were investigated. 
A comparison of the applied load with an integration of the 
interface pressure distribution over the contact area between 
the two plates was within 5-10 percent. The results were in 
good agreement with a finite element solution reported for one 
particular configuration (t/a = 2 and b/a= 1.5). For this con
figuration, a comparison with the results of Fernlund (1961) 
showed an overestimation of the contact zone radius by about 
15 percent and an underestimation of the maximum pressure 
by about 20 percent. 

Gould and Mikic (1971) measured the radii of separation 
(contact zone radii) by two different experimental methods. 
One method employed autoradiographic techniques, and the 
other measured the polished area around the bolt hole of the 
plate interface caused by sliding under load in the contact zone. 
Sixteen stainless steel plates, 10.16 cm (4 in.) in diameter, with 
thicknesses of t = 0.159,0.318,0.476, 0.635 cm (0.0625, 0.125, 
0.188, 0.25 in.) (four plates of each thickness) were investi
gated. The computed and experimental results of the contact 
zone were in good agreement and showed that the contact zone 

was smaller than the contact radius measured in previous stud
ies. 

Plock (1971) investigated the effect of the connecting force 
using pressure-sensitive papers and found that the area of the 
interfacial pressure was wider than that determined by the 
Rotscher technique. Ito et al. (1979) measured the interfacial 
pressure distribution by means of ultrasonic waves. The results 
showed that the roughness of the plate surfaces, the material, 
and the plate thickness all influence the pressure distribution 
and the contact radius. The authors investigated plates made 
of semi-hard steel (S45C), brass (BsBMl), and an aluminum 
alloy (A1B1), with different surface roughnesses, i?max = 0.8 
fim (for the steel plates) and three different contacting forces 
Fa = 9.8 kN, 14.7 kN, and 19.6 kN. 

Madhusudana et al. (1990) presented a review of the literature 
of bolted joints addressing the interfacial pressure distribution 
and the size of the contact zone. They analyzed the contact 
pressure and determined that the exact form of the stress dis
tribution within the contact zone does not affect the total pres
sure if the microscopic conductance is used. The total 
microscopic conductance will differ by 5 to 10 percent de
pending on the type of stress distribution chosen, if experi
mental correlations for local solid spot conductance are used. 

Thermal Conductance. The macroscopic resistance in a 
bolted joint arises from the reduced area of the contact sur
rounding the bolt, and the microscopic resistance results from 
the actual contact spots occurring within the contact zone. A 
schematic of the heat flux lines through the bolted joint also 
is shown in Fig. 1. 

Roca and Mikic (1972) noted the effect of surface roughness 
on the total resistance. If the surface roughness is increased, 
the total resistance may increase or decrease because the rough
ness asperities at the contact surfaces may affect the micro
scopic and the macroscopic resistance in different directions. 
Once the pressure distribution was known, it was possible to 
calculate the interfacial contact conductance and the total joint 
resistance. With the calculated example, it was possible to raise, 
lower, or maintain constant the total thermal resistance by 
varying the roughness. 

Yip (1972) derived an expression for thermal contact re
sistance in vacuum for rough surfaces of normal height dis
tribution. There was no significant difference in the microscopic 
contact resistance for three different pressure distributions 
(uniform, linear, and parabolic). The computed microscopic 
contact resistance for different applied loads showed the sig
nificant influence of the applied loads. 

Madhusudana et al. (1990) evaluated the macroscopic con
tact conductance for a bolted joint using linear, parabolic, and 
polynomial pressure distributions. Results of the evaluation 
indicate that the radius of the contact zone is critical in the 
analysis of heat flow through bolted joints. 

Fletcher et al. (1990) developed a nondimensional correlation 
for the thermal resistance of bolted and riveted joints using 
the geometric characteristics of the joint. Experimental veri
fication was provided with results from an electrolytic analog. 
The correlation in dimensionless form was 

where 

J?;=0.7524(*V'V0-5275 

R-R0 R 

(4) 

Rr 

t = 

Ro Ro 

O.li?5 

1 

or 

R =0.7524 
t^ + hc1' 

O.li?5 

-0.5275 ha' + hc4' 

0.1/?5 (5) 
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Plate 

1 
2 
3 
4 

Table 1 Test plate characteristics 
Diameter 

(cm) 

9.144 
9.144 
9.144 
9.144 

Thickness 
(cm) 

1.27 
1.91 
1.91 
2.54 

* 
Roughness* 

0*m) 
3.63 
3.06 
3.40 
3.37 

Surface profilometer average values. 

These are a few of the studies that deal with the effect of 
the interface pressure distribution on the thermal contact con
ductance. Most of these investigations provided a theoretical 
solution for the interface pressure distribution. Experimental 
investigations have been limited, so that results are not suf
ficiently conclusive. Because of the significant influence of the 
pressure on the thermal contact conductance, this dependence 
and the interface pressure distribution between two bolted 
plates warrants further investigation. 

Experimental Program 
The present study was directed toward an experimental in

vestigation of the pressure distribution and thermal contact 
conductance at the interface of bolted joints. An experimental 
test facility was designed and built especially for this bolted 
joint investigation, and has been reported by Mittelbach (1989) 
and Vogd (1990). 

Experimental Facility. The experimental test facility was 
constructed with plates machined from Aluminum 6061, with 
an outer radius of R = 4.57 cm (1.8 in.). Four plates, two of 
thickness 1.91 cm (0.75 in.), one of 1.27 cm (0.5 in.), and one 
of 2.54 cm (1.0 in.) were constructed so that experimental tests 
could be conducted with two plates of the same thickness, as 
well as with plates of different thickness. The plates were 
machined so that the surface roughness of each plate was less 
than 3.7 /xm (over an average of 24 readings). Table 1 lists the 
surface roughness values. Each plate had a central hole for 
the bolt with a ratio of b/a =1.5 and the two plates were bolted 
together using a hard steel bolt (grade 8). 

In order to determine the range of axial force occurring 
when two plates are bolted together, a washer load cell was 
used to determine the axial force when the bolt was tightened. 
It was determined that a 34.5 MPa (5000 lb) washer load cell 
would provide the best signal for the range of tests to be 
conducted in this investigation. Further, the calibration of the 
washer load cell was marginal for axial loads below 3.45 MPa 
(500 lb). 

The pressure distribution and contact radius were measured 
with a pressure-sensitive film manufactured by the Fuji Cor
poration. This film is available in a number of different pres
sure ranges and is composed of two special sheets (A-film and 
C-film, together 200 /xm thick), which change color under 
pressure. The film used in this study included the ultra super 
low-pressure film (2 to 6 kg/ /cm2) and the super low-pressure 
film (5 to 25 kg/7cm2). The precision of the pressure meas
urements using the Fuji film is reported to be ± 10 percent 
when the exposed film is measured with a calibrated Fuji den
sitometer. The pressure-sensitive film may be used over a tem
perature range of 5 to 35 °C and humidity range of 20 to 90 
percent relative humidity. 

For the heat transfer measurements, each plate had 16 holes 
(#57 drill) for the thermocouples, which were located at four 
different axial coordinates and four different radii, r = 0.89, 
1.93, 2.97, 4.01 cm (0.35, 0.76, 1.17, 1.58 in.). The K-type 
thermocouples used in this investigation were packed into the 
holes of the plates using a heat-sink compound and the ther
mocouples were externally attached to the plates using epoxy. 
A data-acquisition system was used to convert the incoming 
voltage into temperature data. The heat flux was produced by 

^ ^ boltrTl 
heater 

'test stand L_j> to transducer 

Fig. 2 Schematic of the experimental bolted-joint test facility 

heating the upper side of the upper plate with a 45 W silicon 
heater and cooling the lower side of the bolted joint with a 
constant temperature bath. The heat sink had an inner diameter 
of 2.794 cm (1.1 in.) so that the washer load cell would fit 
inside and the measured axial force was the force acting on 
the washer. Figure 2 shows a schematic view of the test facility. 

Experimental Procedure. The experimental investigation 
may be divided into two parts: measuring the pressure distri
bution with the pressure-sensitive film and measuring the tem
peratures at several points in the plates to calculate the thermal 
contact conductance. These tests were conducted for several 
different plate combinations and bolt torques. The torque on 
the bolt was applied and measured with a calibrated torque-
wrench. The corresponding axial force was measured with the 
washer load cell. 

The pressure-sensitive film was inserted between the two 
plates, and the pressure was applied by raising the torque 
gradually over a period of two minutes and maintaining the 
torque constant for another two minutes. The color pattern 
developed on the C-film and the color density were read with 
the densitometer, which averaged the intensity of the color in 
a circular area 2.0 mm in diameter. The intensity was measured 
four times at each location, and the pressure was calculated 
as the average of the two middle values of the readings. From 
the corresponding pressure-density characteristic curve for the 
Fuji film, the pressure at the measured point (area) could then 
be determined. For more accurate results the pressure was 
corrected for the humidity and the temperature. The humidity 
was measured using a psychometric chart after measuring the 
dry bulb and wet bulb temperatures. A stencil was used to 
analyze the same points at up to 10 different radii and in 
different locations on the film. 

The temperature at four different radii, r = 0.89/1.93/2.97/ 
4.01 cm (0.35/0.76/1.17/1.58 in.), and four different axial 
directions was measured. Using a linear regression, the tem
perature gradients in both plates were determined from the 
thermocouples and extrapolated to the plate surface to deter
mine the interface temperatures. Knowing the thermal con
ductivity, k, of Aluminum 6061 from previous experiments: 

£=111.94 + 0.226 T (6) 
where T is the average temperature of the plate in absolute 
temperature. The heat flux was then obtained by the relation
ship: 

«~*f (7) 
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Fig. 3 Comparison of the experimental dimensionless pressure distri
butions as a function of dimensionless radius (or plate thickness ratios 
of f,//2 = 2/3, 1, and 4/3, with the analyses of Chandrashekhara and Mu-
thanna (1978) and Fernlund (1961) 

E 

6 8 10 
Radius Ratio, r/a 

Fig. 4 Thermal contact conductance as a function of dimensionless 
radius and applied load for a plate thickness /,//2 = 2/3 

The average of the heat flux in the upper and lower plates, 
divided by the temperature change at the interface, A 7", is the 
thermal contact conductance, hc, such that: 

(ffupper ~r *7lo 

2 AT 
(8) 

The axial force was increased in five increments from the initial 
load. The system was allowed 1 to 2 hours to reach steady 
state for each load, before temperature measurements were 
obtained. Experimental tests were conducted using plates of 
different geometries bolted together with five different torques 
and three different heat fluxes. 

Results and Discussion 
Experimental tests were conducted to determine the contact 

pressure and thermal contact conductance for several different 
bolted joint geometries. The plate thickness ratio, t\/h, ranged 
from 2/3 to 4/3, the load radius to bolt radius ratio, b/a, was 
1.5, and the axial force loads ranged from 2.21 kN (548 lb) 
to 13.63 kN (3065 lb). 

Pressure Distribution. The pressure distribution at the in
terface between the two different plates was determined for a 
number of different test conditions using the pressure sensitive 
film. The experimental pressure distribution results were rea
sonably similar for the different plate ratios and loads; there
fore, the pressure distribution for all bolt geometries is shown 
in Fig. 3 for several different axial loads. These data are shown 
as dimensionless quantities: the interface pressure divided by 
the applied pressure as a function of the radial distance from 
the bolt hole divided by the bolt radius. The theoretical results 
of Fernlund (1961) and Chandrashekhara and Muthanna (1978) 
are also shown in Fig. 3 for comparison. 

There appears to be some scatter at low values of r/a when 
compared to the theories of Fernlund (1961) and Chandrash
ekhara and Muthanna (1978); however, the trend is similar. 
At high values of r/a, the data were reasonably consistent for 
all axial force loads and bolt geometries. The scatter tends to 
diminish as the radius ratio approaches a value of 4 to 5. The 
resulting experimentally determined pressure distributions ap
pear to be reasonable in terms ofthe theoretical analyses. There 
is, however, an experimental error associated with the use of 
Fuji film, and the resulting error is reflected through the use 
of error bars in Fig. 3. 

All the data obtained show a variation in the pressure meas-

< 
E 
5 

o 
o 

m 

+ 

* 
• 
A 
s 

2.2108 kN 
3.3629 kN 
4.4727 kN 

6.7657 kN 
8.9787 kN 
13.3113 kN 

2 4 6 8 10 12 14 16 
Radius Ratio, r/a 

Fig. 5 Thermal contact conductance as a function of dimensionless 
radius and applied load for a plate thickness ratio U/t2 = 4/3 

urements for the different applied loads. This difference is 
greater near the bolt hole and appears to diminish with in
creasing distance from the bolt hole. This variation near the 
bolt hole was greater than the scatter associated with the errors 
in the measured pressure distribution. 

The steady-state pressure distribution was reached approx
imately 3.5 minutes after applying the torque. This did not 
impact the heat transfer measurements because the load did 
not change after steady-state conditions were reached. But 
because most of the film development occurs in the first few 
seconds, increasing the force slowly and maintaining it constant 
for the particular value was very difficult. Thus, the uncertainty 
associated with the pressure-sensitive film contributes to the 
uncertainty in the overall measurements. 

Thermal Conductance. The experimental results for the 
thermal contact conductance of the bolted joint configuration 
for two different plate thickness ratios as a function of radius 
ratio are illustrated in Figs. 4 and 5. The experimental data in 
Fig. 4 are for a plate thickness ratio of 2/3 with applied loads 
from 2.44 kN to 13.63 kN. It is interesting to note that the 
thermal contact conductance adjacent to the bolt hole is at a 
relatively high value, as might be expected, and decreases with 
increasing radial distance. Further, the data for the different 
applied loads coalesce in the radius ratio region between 6 and 
7, and decrease as the radius increases. 
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Fig. 6 Comparison of the experimental thermal contact conductance 
results as a function of pressure with published results 

The experimental thermal contact conductance data pre
sented in Fig. 5 are for a plate thickness ratio of 4/3, indicating 
thicker plates. For the same axial loads shown in the previous 
figure, the thermal contact conductance values are not as high, 
suggesting that the plates are much stiffer, with less defor
mation. The thermal contact conductance decreases steadily 
as the radius ratio increases, coalescing at a radius ratio of 
approximately 12. Clearly, the thicker plates reduce the overall 
thermal contact conductance of the bolted joint because there 
is less deformation and the plates stay in contact over a greater 
radius. 

A comparison of Fig. 3, the pressure distribution as a func
tion of radius ratio, with Figs. 4 and 5, the thermal contact 
conductance as a function of radius ratio, indicates that 
the thermal contact conductance is greatest near the edge 
of the bolt hole and decreases as the pressure decreases. While 
the effect of plate thickness ratio on the pressure distribution 
is rather limited, the effect on the thermal contact conductance 
is only significant in the region near the bolt and diminishes 
as the radius ratio increases; 

The thermal contact conductance data for bolted joints as 
a function of interface pressure are illustrated in Fig. 6. Ex
perimental results from Fried and Atkins (1965) and Elliott 
(1965) are also included in the figure. The thermal contact 
conductance of the bolted joint for plates of unequal thickness 
compared with the data for bolted joints of the same thickness 
are also shown. It is interesting to note that the thermal contact 
conductance was higher for the plates of unequal thickness, 
suggesting that the thinner plate deforms to the contours of 
the thicker plate. The experimental results for a contact pres
sure, P< 3500 kPa, show good agreement with those of Fried 
and Atkins (1965). For higher contact pressures, P> 3500 kPa, 
the improvement of the thermal contact conductance with in
creasing contact pressure is less than observed by Fried. The 
results of Elliott (1965) for contact pressures above 1000 kPa 
do not appear to be reasonable. 

Conclusions and Recommendations 
An experimental investigation of the pressure distribution 

at the interface of bolted joints, as well as the thermal contact 
conductance of these joints, was conducted. The results have 
been compared with those from previous studies. Based on the 
results of this investigation, the following conclusions may be 
drawn. First, the trend of the data for the interface pressure 

distribution shows good agreement with previously published 
analyses, even with the measurement scatter near the bolt hole. 
Second, there seems to be little influence of the plate thickness 
on the contact radius for plates with the geometric ratio of 
plate thickness divided by bolt radius equal to or greater than 
six. Even the influence of different plate thicknesses appears 
to be negligible. The thermal contact conductance is greatest 
near the bolt and decreases with increasing radius. The mag
nitude of the thermal contact conductance is a function of the 
plate thickness ratio, whereas the pressure distribution dem
onstrates little variation with plate thickness ratio. 

It is recommended that this study be continued and exper
imental work on a broader range of bolted joints be conducted, 
especially the heat transfer measurements. Higher heat flux 
rates are recommended in order to assure the assumption of 
one-dimensional heat flow and to obtain higher temperature 
gradients and more accurate results. 
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An Experimental Evaluation of 
the Effective Thermal 
Conductivities of Packed Beds 
at High Temperatures 
Combined conduction and radiation heat transfer in packed beds of spherical particles 
was investigated. Three different packing materials (alumina, aluminum, and glass) of 
various particle diameters (2.5 to 13.5 mm) were tested. Internal bed temperature 
profiles and corresponding effective thermal conductivities were measured under 
steady-state conditions for a temperature range between 350 K and 1300 K. The effects 
of particle diameter and local bed temperature were examined. It was found that higher 
effective thermal conductivities were obtained with larger particles and higher thermal 
conductivity packing materials. The measured values for the effective thermal conduc
tivity were compared against the predictions of two commonly used models, the Kunii— 
Smith and the Zehner-Bauer-Schliinder models. Both models performed well at high 
temperatures but were found to overpredict the effective thermal conductivity at low 
temperatures. An attempt was made to quantify the relative contributions of conduction 
and radiation. Applying the diffusion approximation, the radiative conductivity was 
formulated, normalized, and compared with the findings of other investigators. 

Introduction—The Effective Thermal Conductivity 
Packed beds are used in numerous industrial thermal systems 

such as chemical reactors, combustors, and thermal storage units. 
In the absence of convection, heat transfer in a packed bed occurs 
by a combination of conduction and radiation, the latter mode 
becoming dominant at high temperatures. As several previous 
investigators have suggested, if the particles comprising the 
packed bed are much smaller than the size of the bed, it is pos
sible to model the radiative heat transfer component as a diffusion 
process with an associated radiative conductivity (e.g., Chen and 
Churchill, 1963; Vortmeyer, 1978; Tien, 1988). The effective 
conductivity of the bed may then be defined based on the total 
(combined conductive and radiative) heat flux and the temper
ature gradient in the bed. 

The effective thermal conductivity of a bed of particles con
taining a stagnant fluid is a function of the solid and fluid thermal 
conductivities, the porosity of the bed, the local temperature, and 
the particle material, shape, and size. Several theoretical and ex
perimental studies concerning the effective conductivity have 
been reported and many semi-empirical models describing the 
heat transfer mechanisms have been proposed (Beveridge and 
Haughey, 1971; Wakao and Kaguei, 1982; Churchill, 1986; Tsot-
sas and Martin, 1987; Tien, 1988; Kamiuto et al., 1989; Kamiuto, 
1990; Kaviany, 1991). 

Beveridge and Haughey (1971) experimentally studied heat 
transfer in stagnant beds at temperatures between 20 and 750°C. 
Their comparison of the experimental results with model pre
dictions clearly shows the wide variation in predictions pro
vided by the different models, both for the conductive and ra
diative components. Botterill et al. (1989) briefly reviewed var
ious models, performed their own experiments on small 
particles of alumina (dp = 0.376 mm) and silica (dp = 0.59 and 
0.41 mm), and found that none of the models correctly de
scribed the observed temperature dependence of the effective 
thermal conductivity. These studies along with other numerical 
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investigations, showing discrepancies between heat transfer 
predictions and experimental data, serve as motivation for car
rying out the present study. 

The present experimental study was initiated to gain a better 
understanding of the physical phenomena, identify the relative 
contributions of the two transport processes, and create a data 
base for comparison with existing and future model predictions. 
This paper does not present an extensive comparison of the pre
dictions from the various models, but instead presents new ex
perimental data and compares the data against the predictions of 
two widely employed models, namely those of Kunii and Smith 
(1960) and of Schlunder and co-workers (Zehner and Schliinder, 
1970; Bauer and Schlunder, 1978). A few comments concerning 
these models are offered in the following paragraphs. 

Based on a one-dimensional heat diffusion model for a unit 
cell of packed spheres, Kunii and Smith (1960) developed an 
expression for the effective thermal conductivity by employing 
earlier theoretical and experimental findings, as well as their own 
experimental data. Their model accounted for void-to-void and 
surface-to-surface radiation in the packed bed. Their data reduc
tion procedure involved temperature-dependent fluid thermal 
conductivity, but temperature-independent solid thermal conduc
tivity and solid-surface emissivity. For the packed beds that they 
studied experimentally, they obtained linear temperature profiles 
and thus correlated their results in terms of a mean bed temper
ature. In addition, the values of the stagnant effective thermal 
conductivity were extrapolated to zero flow rates from those for 
a packed bed with fluid flow. 

The efforts of Schlunder and co-workers, based on modeling 
a unit cell in the packed bed, have resulted in a comprehensive 
expression for the effective thermal conductivity. They ac
counted for various contributions through the use of factors (pa
rameters) that must be determined experimentally. Specifically, 
the particle shape, radiation effects, contact conduction, and ox
idation effects for metallic particles were accounted for using 
adjustable parameters. Here also, the thermal conductivity of the 
solid was taken as temperature-independent (except for steel, 
whose value was allowed to vary with temperature). The fluid 
thermal conductivity variation with temperature was accounted 
for, but the emissivity was taken to be temperature-independent. 
The stagnant effective thermal conductivity was extracted by 
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graphic extrapolation to zero flow conditions from measurements 
obtained at various flow rates. 

We conclude this brief review by highlighting the work of 
Vortmeyer (1978) and the recent work by Kamiuto (1991) on 
the radiative conductivity. Vortmeyer (1978) summarized and 
compared the cell and pseudohomogeneous models in treating 
radiation in packed beds. The cell model approach is valid as 
long as the opacity of the packed bed is large and the particles 
are much larger than the wavelength of the radiation, while the 
pseudohomogeneous theory treats the dispersed phase as a con
tinuum for radiation and renders the combined problem to that 
of modeling radiation in an absorbing, emitting, and scattering 
medium with heat conduction. A formulation for the effective 
thermal conductivity based on the pseudohomogeneous approach 
was given in terms of effective scattering and extinction coeffi
cients, similar to that presented by Chen and Churchill (1963). 
Following the same approach as Vortmeyer, Kamiuto (1991) 
employed the optically thick limit to the spherical harmonics Pr 

approximation and formulated an expression for the radiative 
conductivity. 

The objectives of this experimental study are to measure the 
temperature-dependent effective thermal conductivity of packed 
beds of large particles, compare the results with the predictions 
of the Kunii-Smith (1960) and Zehner-Bauer-Schliinder 
(1978) models, and extract the radiative conductivity from the 
experimental data. 

Experimental Apparatus and Procedures 
The measurements for the effective thermal conductivity were 

performed using an apparatus similar in design to that used for 
measuring the thermal conductivity of refractories and insulation 
materials (ASTM, 1992). It involved measuring the bed tem
perature profile and the heat extraction rate from which the ef
fective thermal conductivity was determined. The apparatus was 
constructed to provide one-dimensional heat transfer through the 
packed bed, withstand temperatures up to 1500 K, allow accurate 
measurement of internal bed temperatures, and provide total heat 
rate measurements. The major components of the apparatus con
sisted of an electric furnace, a test cell, a cooling system, and a 
data acquisition unit. 

The electric furnace (Accutherm, Inc., Pataskala, OH) was 
used as a means of providing radiative heating. The furnace was 
loaded by placing the test cell on its base plate. The steel base 
plate could be raised and lowered using a winch mechanism. The 
furnace cavity, 380 mm square by 267 mm high, was bounded 
by insulative refractory bricks and equipped with six horizontal 
32-mm-dia silicon carbide heating elements. These heating ele-

Funiace Enclosure 

/ 
Silicon Carbide Heating Elements o \ o o o o o 

Fig. 1 Cross-sectional view of the conductive-radiative experimental ap
paratus 

ments were controlled by a control unit based on the reading of 
a Pt/Pt-10 percent Rh (type S) thermocouple located at the cavity 
inner ceiling and shielded by a closed-end ceramic tube. The test 
cell, with inside dimensions of 305 X 305 X 127 mm, consisted 
of a stainless steel plate with four sides, two thermal guards, and 
a heat flux calorimeter. The calorimeter and thermal guards were 
designed in accordance with ASTM recommended practice (An
derson, 1985). The test cell was separated from the base plate of 
the furnace by a 25-mm-thick layer of insulation pads. Holes 
were drilled through both the stainless steel plate and the furnace 
base plate to provide the flux calorimeter and its thermal guards 
with cooling water. The test cell and its components are described 
below. Figure 1 is a cross section of the experimental setup show
ing relevant components. 

Test Cell Description. Special attention was directed toward 
the design of a test cell that would be able to survive a relatively 
high-temperature environment (1500 K), yield a uniform one-
dimensional heat transfer through a bed of loose particles, pro
vide temperature measurements inside the bed, give an accurate 
measurement of the heat transfer rate, and have flexibility in re
placing the particles and positioning the thermocouples. Prior to 
fabricating the various component of the apparatus, heat transfer 
in a packed bed was simulated numerically. One of the purposes 
of the numerical simulation was to provide guidance on the 

Nomenclature 

Ac = area of the calorimeter 
cp = specific heat of the fluid circulat

ing through the calorimeter 
dp = particle diameter 
E = exchange factor used in the radi

ative thermal conductivity ex
pression 

&cond = conductive component of the ef
fective thermal conductivity 

feeff = effective thermal conductivity 
(combined conductive and radia
tive) 

kf = fluid thermal conductivity 
kK_s = effective thermal conductivity 

obtained from Kunii-Smith 
model 

K 

Ks 

B-S 

m,, 

q 
Qc 

T 
e 
K 

= radiative component of the ef
fective thermal conductivity 

= solid thermal conductivity 
= effective thermal conductivity 

obtained from Zehner-Bauer-
Schliinder model 

= mass flow rate of water through 
the calorimeter 

= heat flux 
= heat rate picked up by water 

flowing through the calorimeter 
= local bed temperature 
= solid surface emissivity 
= ratio of the solid thermal con

ductivity to the fluid thermal 
conductivity 

a = Stefan-Boltzmann constant = 
5.67 X 10~8 W/m2 K4 

4> = bulk porosity of the packed 
bed 

Subscripts 
c = calorimeter 

cond = conductive 
eff = effective 

/ = fluid 
K-S = Kunii and Smith 

p = particle 
r = radiative 
s = solid 

Z-B-S = Zehner, Bauer, and Schlunder 
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placement of the packed bed internal thermocouples. The nu
merical solutions predicted the existence of large temperature 
gradients near the calorimeter surface (Nasr, 1993), and, corre
spondingly, the thermocouples were positioned to capture these 
gradients. 

The particles used in the experiments were solid spheres of 
aluminum, alumina, and glass covering a wide range of solid 
thermal conductivity and surface emissivity. Table 1 contains the 
physical characteristics and chemical composition of each ma
terial. It should be noted that for the experiments conducted on 
aluminum, polished spheres, were used. Exposure of aluminum 
particles to high temperatures causes oxidation and results in an 
increase in the surface emissivity. In order to insure that oxida
tion effects were minimal, the particles were inspected upon com
pletion of the test runs. This inspection revealed that oxidation 
effects were present but limited to the uppermost layer of parti
cles, and no visible signs of oxidation were found in the vicinity 
of thermocouple junctions. The four sides of the test cell con
sisted of 6 mm insulated stainless steel plates. The welded steel 
plates were separated from a 12 mm bottom plate by a 25-mm-
thick layer of insulation, and insulated on the inside and outside 
by 12 mm of insulation pads. The bottom plate (300 X 300 X 
12 mm) was also separated from the furnace base plate by 25 
mm of insulation. Sufficient insulation was employed to ensure 
the one dimensionality of heat transfer. 

The heat sink plate, 25.4 mm in thickness, was essentially a 
heat exchanger designed to extract the heat imposed by the ra
diant heaters by circulating fluid through milled channels. The 
exchanger was made out of copper, water cooled, and consisted 
of a 100 X 100 mm central calorimeter surrounded by two ther
mal guards of the same material. The two thermal guards, which 
were insulated from both the calorimeter and the base plate of 
the furnace, served to minimize multidimensional effects and 
heat losses. Although no measurement of the lateral temperature 
profile was made to confirm one dimensionality, the coolant flow 
rates through the thermal guards were adjusted so as to render 
the difference between the calorimeter and surrounding guards 
small ( < 1 °C). The packed bed, which was in direct contact with 
the water-cooled copper plate, had a height of approximately 100 
mm. The heat flux calorimeter had a relatively small surface area 
(only 16 percent of the total area of both the calorimeter and the 
guards ) and was placed at the center of the heat sink copper plate. 
Its sides were separated (thermally isolated) from the thermal 
guards by a 2 mm gap filled with Saffil alumina fiber insulation 
(Thermal Ceramics, Augusta, GA). The water flow rate to the 
flux calorimeter was measured using a calibrated rotameter. A 
schematic of the calorimeter-guards assembly can be found else
where (Anderson, 1985; Nasr, 1993). 

Instrumentation and Data Acquisition. The test cell was in
strumented with a number of thermocouples to monitor inside 
bed temperatures as well as the heat sink surface temperatures, 
furnace cavity temperature, and temperature difference across the 
flowing water. The calorimeter and thermal guards were instru
mented with several copper-constantan (type T) thermocouples, 
which were welded to the top, bottom, and side surfaces. These 
temperatures were monitored throughout the experiment, and the 
flow rates through the guards were adjusted so as to minimize 
the temperature difference between the inside wall of the guard 
and the facing side of the flux calorimeter ( < 1°C). 

Six chromel-alumel (type K) thermocouples were installed to 
measure internal bed temperatures. The thermocouples were 
carefully prepositioned inside the porous bed to measure the bed 
temperature at various vertical locations and at the surface of the 
heat sink. Temperatures inside the packed layer were measured 
at the midplane of the packed bed and directly above the flux 
calorimeter. The thermocouple probes were inserted through 
holes drilled through one side of the test cell. The wires of each 
thermocouple were supported inside 150-mm-long two-hole alu
mina ceramic tubing of 1.6 mm O.D. Due to the large temperature 

Table 1 Particle diameter, porosity, and description of the packing 
material 

Material 

Aluminum 

Alumina 

Glass 

(mm) 

3.24 

6.33 

2.77 

6.64 

9.61 

2.85 

6.00 

13.53 

(%) 

0.37 

0.38 

0.36 

0.37 

0.38 

0.37 

0.37 

0.39 

Specification, Chemical Composition, and 

Description 

Aluminum Alloy 1100, Al (99% min.), Si (0.95%) 
— Shiny and perfectly spherical 

A1203 (86.4%), Si02 (8.32%), MgO (2.2%), BaO 
(1.5%), CaO (0.96%) -- White - squished spheres 

A1203 (90.4%), Si02 (5.63%), MgO (1.71%), BaO 
(1.04%), CaO (0.7%), Na20 (0.23%) —White-
Short cylinders with hemispherical caps 

Soda-Lime Silica Glass —spherical 

difference across the particulate layer, the thermocouples were 
positioned horizontally to minimize conduction losses along their 
wires. Since an accurate knowledge of the thermocouple bead 
location was extremely important to determine the effective ther
mal conductivity, a thin strip of stainless steel with precisely 
drilled holes was used as a template to guide the free ends of the 
thermocouple probes. The leads exiting the two-hole ceramic 
tubes were carefully insulated with a high-temperature ceramic 
fiber insulation (Nextel 312, OMEGA) and brought out of the 
test cell cavity through a hole in the base plate. In order to avoid 
stacking too many thermocouples next to each other, thereby 
disturbing both the bed structure and its temperature profile, only 
six thermocouples were installed to capture the temperature dis
tribution inside the packed bed. 

The temperature difference between inlet and outlet of the 
flowing water through the flux calorimeter was measured several 
different ways to ensure an accurate reading. The inlet and outlet 
stainless steel tubes were instrumented with a differential ther
mocouple, two distinct Type T thermocouples, and a thermopile 
consisting of four junctions in each tube. All three readings were 
consistently within ±5 percent of each other and the temperature 
difference in question was taken as the thermopile reading for 
added accuracy. All the thermocouple readings were monitored 
and recorded by a computerized data acquisition system. 

Experimental Procedure. After positioning the thermocou
ples and measuring their vertical location inside the test cell, the 
particles were randomly poured into the test cell and the bed 
surface was leveled. The test cell was raised into the furnace 
cavity by the winch mechanism, the water flow through the flux 
calorimeter and the thermal guards was initiated, and the heating 
elements and the data acquisition system were activated. The 
transient response of all the thermocouples was monitored at pre
selected intervals of time. Due to the large thermal inertia of the 
furnace and the test cell, typically seven or eight hours were 
needed to establish steady-state conditions. During this period, 
the water flow rate was adjusted so as to obtain a small but mea
surable (~3-10°C) temperature rise between inlet and outlet. 
Steady-state conditions were considered to be reached when both 
the furnace cavity wall temperature and inside bed temperatures 
changed no more than 1°C, over a period of one hour. After 
recording the water flow rate and the various temperatures, the 
furnace setpoint temperature was changed to initiate another run. 
After completing runs at several furnace temperatures, the fur
nace was allowed to cool slowly. The particles were removed 
from the test cell, the inside of the test cell was cleaned, and the 
entire process was repeated with a different packing material. 

Data Reduction Procedure. For each run at a specified fur
nace temperature, the heat flow rate through the packed bed was 
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Fig. 2 A sample plot of Internal bed temperatures for an alumina-air 
packed bed (d„ = 9.61 mm, </> = 0.38) 

computed from measurements of the water flow rate through the 
flux calorimeter and the temperature difference between inlet and 
outlet at steady state. The heat transfer rate was expressed as 

Qc = mccpATc (1) 

The temperature gradient (dTldx) at any location in the bed was 
obtained by differentiating a quadratic or cubic polynomial 
curve-fit to the measured bed temperatures. The combined con
ductive-radiative or effective thermal conductivity was computed 
from 

Kff=-{QcIAc)l(dTldx) (2) 

The experimental uncertainties resulting from errors in measur
ing the heat flux and the temperature gradients were estimated to 
be ±13 percent by following the experimental uncertainty anal
ysis procedure described by Moffat (1988). The experimental 
uncertainty associated with the measured temperature was esti
mated to be ±5.8 percent. The particle diameters and bed poros
ities, needed for comparison with the model predictions, were 
measured for each packed bed. Bed porosities were determined 
from the ratio of the void volume to the total volume. The void 
volume was measured as the difference between the total volume 
and the volume of the particles. 

Results and Discussion 

Steady-State Temperatures Inside the Packed Bed. Figure 
2 exhibits a sample plot of internal bed temperatures at six ver
tical locations for a bed of 9.61-mm-dia alumina particles. The 
calorimeter surface temperatures are also plotted. The different 
curves are for different furnace setpoint temperatures. Although 
only six discrete locations were monitored inside the bed, a 
smooth and continuous curve can be drawn through the interior 
points. This is also true for other packed beds, though the cur
vature depends on the constituents of the packed bed (packing 
material). The solid lines, connecting the points of Fig. 2, are 
drawn for clarity and are not to be interpreted as best fits. It is 
evident that the temperature level has a noticeable effect on the 

curvature of the temperature profile. At low furnace setpoints, 
the profiles are nearly linear, and the temperature difference 
across the packed bed is small. At high furnace setpoints, the 
temperature difference across the bed is large and the profile 
exhibits a curvature, which becomes more pronounced at higher 
temperatures. In addition, the profiles reveal the presence of sharp 
temperature gradients near the relatively cold surface of the cal
orimeter. The sharp gradients are a result of the negligible radi
ative contribution at low temperatures as well as the variation of 
the bed porosity near the bounding surface. 

Measured Effective Thermal Conductivity. It was illus
trated in Fig. 2 that the internal bed temperatures exhibited a 
continuous behavior. Second or third-order polynomial least-
squares fits were applied to the temperature profiles, excluding 
the calorimeter surface temperature, and then differentiated with 
respect to position to obtain the local temperature gradients. The 
calorimeter surface temperatures were excluded from the least-
squares fits since the diffusion approximation to radiative transfer 
becomes invalid very close to the bounding surface. 

The effective thermal conductivities of an alumina-air system 
are depicted in Fig. 3. The lines drawn for each particle diameter 
are fitted equations, expressing fceff in terms of the local bed tem
perature. The scatter in the experimental results should not be 
overlooked. It is a result of the nature of the experiment (packed 
beds) and the data reduction procedure in the temperature gra
dient evaluation. It is evident from this figure that the particulate 
bed with the largest particle diameter has the highest effective 
thermal conductivity. This outcome is consistent with the results 
of previous investigators (Kunii and Smith, 1960; Beveridge and 
Haughey, 1971). It is also found that at low temperatures (350 
K), the effective thermal conductivity is approximately the same 
for all particle diameters of the same packing material. As ex
pected, the radiation effects become more pronounced as both 
the particle diameter and the bed temperature increase. 

Influence of the Temperature-Dependent Thermophysical 
Properties. Before providing comparisons between the mea
sured effective thermal conductivities and the predictions of the 

(1) kcff = 5.9532.10-2 + 8.8809»10 J ,T - 7.0341xl0-gT2 

(2) ^ = -0.11086+ 1.5044xlO-3T- 1.2428xl0-'T2 

(3) kcff = -0 .11741 + 1.5919xlO-3T + 7.0638xlO-8T2 

1400 

Temperature (K) 

Fig. 3 Experimental effective thermal conductivity values of alumina-air 
packed beds 
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Table 2 Properties and their change over the temperature range for all 
packing materials: thermal conductivities are in W/m K and temperatures 
are in K (dp = 6 mm, (f> = 0.38) 

Parameter 

T range 

k, 

kf 

k s /k f 

kcond(K-S') 

kcc„d(Z-B-S) 

kcond / kf 

kc„(K-S) 

keff(Z-B-S) 

e 

Glass 

300-900 

1.16-1.53 

0.026 - 0.062 

44-24 

0.187-0.354 

0.189-0.358 

7.2 - 5.7 

0.2 - 0.5 

0.2 - 0.5 

0.95 - 0.6 

Alumina 

300-1250 

36 - 6.3 

0.026 - 0.079 

1370-80 

0.41-0.65 

0.47 - 0.70 

18-9 

0.44-1.72 

0.49-1.43 

0.83 - 0.45 

Aluminum 

300-800 

220 - 202 

0.026 - 0.057 

8415 - 3545 

0.58- 1.12 

0.63-1.2 

23-21 

0.58- 1.15 

0.50 - 0.96 

0.043 - 0.06 

Kunii-Smith and Zehner-Bauer-Schlunder models, it is im
portant to discuss the thermophysical properties that were sup
plied as inputs to the models. The thermophysical properties that 
are employed in evaluating the effective thermal conductivity 
were sought from various sources. The temperature dependence 
of the thermal conductivity of alumina was obtained from Tou-
loukian et al. (1970). It is recognized that the alumina material 
tested is different from that whose properties are given in the 
aforementioned source. The authors performed an extensive 
search for the thermophysical properties of the tested alumina 
and were unable to find any. Nevertheless, the sensitivity of &eff 

on the value of ks was checked. According to the Kunii-Smith 
model, a 25 percent decrease in the value of ks would cause the 
value of kef{ to decrease by 5 percent. Hust (1985) was used as 
a reference for the thermal conductivity of aluminum, and Mann 
et al. (1992) provided an expression for the thermal conductivity 
of glass. The thermal conductivities of air were obtained from 
ASHRAE (1976). Surface emissivities for all packing materials 
were obtained from Touloukian and DeWitt (1972). These prop
erties have a considerable effect on the magnitude of the effective 
thermal conductivity, especially when they depend strongly on 
the temperature. Consider, for example, a packed bed made up 
of 6 mm alumina particles. The solid thermal conductivity de
creases from a value of 36 W/m K at room temperature to ap
proximately 6.3 W/m K at 1250 K. The fluid (air) thermal con
ductivity increases from 0.026 W/m K to 0.079 W/m K over the 
same temperature range. The variation of ks and ks with temper
ature causes the ratio (kslkf) to decrease from 1370 to 80 and, 
as a consequence, the ratio of the conductive component of the 
effective thermal conductivity to the fluid thermal conductivity 
decreases by a factor of 2, while the conductive component itself 
increases from approximately 0.47 W/m K to 0.70 W/m K, a 50 
percent increase. Since both the fluid and solid thermal conduc
tivities vary with temperature, a dimensionless plot of keSilkf ver
sus kslkf will not be presented, for it becomes difficult to deduce 
the effect of each property variation. 

Another property that affects the radiative component and its 
relative contribution to heat transfer is the total surface emissivity 
of the solid and its functional dependence on temperature. Over 
the temperature range from 300 K to 1250 K, the emissivity of 
alumina decreases from a high value of 0.83 to a relatively low 
value of 0.42. Table 2 summarizes these properties, the corre
sponding ratios, and their change with temperature for three dif
ferent packing materials of 6 mm nominal particle diameter. 
Thus, every effort should be made to utilize reliable values for 
the thermophysical and radiative properties and their dependence 
on temperature. Employing temperature-independent properties 
may lead to erroneous conclusions on the magnitude of the rel
ative contributions to the heat transfer rate. In addition, extrap

olation to higher temperature values should be scrutinized a 
priori. For instance, the thermal conductivity of alumina exhibits 
an increase above 1300 K. The actual expressions employed for 
the solid and fluid thermal conductivities and particle surface 
emissivity can be found from Nasr (1993). 

Comparison With the Kunii-Smith and the Zehner-Bauer-
Schlunder Models. Figures 4 - 6 feature the predictions from 
both the Kunii-Smith (1960) and the Zehner-Bauer-Schlunder 
(1978) models along with the experimentally determined effec
tive thermal conductivities for alumina-air, aluminum-air, and 
glass-air packed beds, respectively. For convenience, the equa
tions embodying the two models are presented in Table 3. It is 
noted that the predictions shown for the two models were ob
tained using temperature-dependent thermophysical and radiative 
properties. Variations in the air thermal conductivity, solid ther
mal conductivity, and solid surface emissivity with temperature 
were all taken into account. It is emphasized that variation of the 
thermophysical properties with temperature affects the magni
tude of these predictions considerably. Both models are semi-
empirical and involve parameters that were established based on 
extensive comparison with the available experimental data (Tsot-
sas and Martin, 1987). In addition, the previous experimental 
data were presented as a function of a mean bed temperature. The 
mean temperature is inappropriate for the present tests because 
of local effects and large temperature drop across the packed bed. 

It is seen that for all three systems, both models seem to over-
predict the values of keft at low temperatures, and the predictions 
based on the Zehner-Bauer-Schlunder model compare reason
ably well with the experimental data at higher temperatures. The 
effect of particle diameter is quite obvious for both the alumina-
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- - • Kunii-Smith (1960) 
— Zehner-Bauer-Schlunder (1978) 

E 
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Temperature (K) 
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- - • Kunii-Smith (1960) n 
— Zehner-Bauer-Schlunder (1978) • 

700 900 1100 

Temperature (K) 

A 9.61 mm - Experimental 
- - • Kunii-Smith (1960) 

Zehner-Bauer-Schlunder (1978) 
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Fig. 4 Comparison of measurements with the predictions of Kunii-Smith 
and Zehner-Bauer-Schlunder models (alumina-air packed bed) 
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Fig. 5 Comparison of measurements with the predictions of Kunii-Smith 
and Zehner-Bauer-Schlunder models (aluminum-air packed bed) 

air and glass-air systems, but not as distinct for the aluminum-
air system due to the low emissivity of aluminum. It is important 
to note that the glass-air system is somewhat different from both 
the alumina-air and the aluminum-air systems due to the fact 
that glass is semitransparent to radiation. Thus, the comparisons 
with the predictions of the models were performed for the tem
perature range in which glass can be considered opaque (X. > 5 
\xva). Finally, it may be relevant to note that all the packed beds 
that were studied had approximately the same bulk porosity 
(0.38), and thus no attempt was made to examine the effect of 
porosity on the measured values of £eff. 

The Radiative Conductivity: Concept and Quantifica
tion. Due to the lack of knowledge of the radiative property 
data (extinction coefficient, absorption coefficient, single scat
tering albedo, etc.) needed for a more rigorous analysis of radi
ative transfer in a packed bed (Viskanta and Mengiic, 1989), 
radiative transfer in the bed is simplified using the diffusion ap
proximation. The diffusion approximation reduces the integro-
differential radiative transfer equation to a differential equation. 
In the case of optically thick media and regions far away from 
the boundaries, the radiative transfer can be treated as a diffusion 
process and the diffusion approximation is used to approximate 
the radiant heat flux (Vortmeyer and Kasparek, 1967; Kaviany, 
1991; Kamiuto, 1991). Assuming negligible natural convection 
effects, energy may be transferred through the porous medium 
by conduction and radiation, and the one-dimensional steady-
state heat diffusion equation becomes 

dq__d_l dT \ _ A 
dx dx\ dx ' I dx kcl(dx')=0 ( 3 ) 

where ke!f{T) = kcmii(T) + kr{T). Many expressions for kr have 
been formulated in the literature. In general, these formulations 
may be represented by a generic expression of the Damkohler 

type (Vortmeyer, 1978; Tien, 1988) for the radiative conductiv
ity: 

K = 4EdpaTi (4) 

The exchange factor £ is a model-dependent parameter and is 
generally a function of the particle emissivity and possibly the 
particle shape and bed porosity. This formulation of the radiative 
conductivity was based on a temperature-independent emissivity. 
A summary of the exchange factor, E, based on the work of 
different investigators is presented in Table 4. 

It was pointed out earlier that the predicted values for keff were 
found to be higher than the measured ones at low temperatures 
for all three systems, as shown in Figs. 4 -6 . In order to match 
the experimental data and quantify the contribution of radiation 
to heat transfer in the packed beds that were studied, an adjust
ment to the conductive contribution from the models was nec
essary. Various expressions from different models for the con
ductive component of fceff were examined and found to differ 
greatly in their predictions (Nasr, 1993). The Zehner-Bauer-
Schlunder model was chosen because it had been extensively 
compared to the available experimental data. Nevertheless, the 
discrepancies in the model predictions made the task of reliably 
calculating the conductive component very difficult. Tsotsas and 
Martin (1987), through their comparison of Zehner-Bauer-
Schlunder model with experimental data, showed an interval of 
±30 percent around the model predictions. Instead of adjusting 
the recommended values of the parameters in the Zehner-
Bauer-Schlunder model, it was decided to leave them unaltered 
and to lower this model's conductive component by 20 percent 
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E 
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•a 
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— Zehner-Bauer-Schlunder (1978) 

400 450 500 

Temperature (K) 

• n 6.00 mm - Experimental 
: " - • Kunii-Smith (1960) 
J Zehner-Bauer-Schlunder (1978) 

—"""m 

: a 

• 

,.' 

400 450 500 

Temperature (K) 

0.8-

0.7-

0.6-

0.5-

0.4-

0 .3-

0.2-

01 -

A 13.53 mm-Experimental 
" - • Kunii-Smith (1960) 

Zehner-Bauer-Schlunder (1978) 

*t> 
^ ^ - ^ • " A 

A ^ - ^ * " ^ _ . - - " " 

— ~ ^ ^ ~ _ _ • 

A 

A 

A 

-,--*** 

400 450 500 

Temperature (K) 

Fig. 6 Comparison of measurements with the predictions of Kunii-Smith 
and Zehner-Bauer-Schlunder models (glass-air packed bed) 
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Table 3 The Kunii-Smith and Zehner-Bauer-Schliinder models for the 
effective thermal conductivity 

Kunii and Smith (1960) 

ki = 4 , [ ! + i ^ ] + p ( 1 . W / [ _ 
kf kf 

_L_ 
* • * , +h 

8 kf 

y = 2/3, and 0.9 (close packing) < (J < 1.0 (loose packing) 

S = 8 2 + ( o 1 - S 2 ) ^ ^ - ; 0.26<4><0.476 

8i. = 0.352 ( J^ J - ) 2 / (In [K - 0.545 (K - 1)] - 0.455 ( S ^ 1 ) ) - 2 -

82 = 0.072 ( K ^ 1 ) 2 / (In [K - 0.925 (K - 1)] - 0.075 ( * ^ - 4 ) - ^ _ 

hrv = 4 a T 3 / [ l + - i - ^ ] 
(1-40 2 E 

h„ = 4 a T 3 [ ^ ] 

Zehner and Schl unde r (1970); Bauer and Schl Under (1978) 

kz-B-s . 
( 1 - / r ^ x i + ^ k j + V T ^ I o ^ + d - a ) ^ ] 

B ^ + t . ^ k t 

¥'h "f ^ ^'"((f + ̂ - ^ + ̂ -B)^!] 
kf N N 2 kf kf N kf 2 B 

N = [ l + ( k t - B ) ^ ) 
kf k* 

k,* = k,(- t \ . D. _ / £ M \ ks 

1 + B i o x ko, dp 

kr = 4 a ( - £ - ) x R T 3 ; xR = R f o m ,dp 

2 - E v 

JO. 
1 - 4 o 

B=C f o r a l (—V 

l + 2 2 p k « 

Qoim = panicle shape factor, xR = radiation effects factor 

p k
2 = contact conduction factor, and (Sox/kox) - oxidation effects factor 

for the whole temperature range. This approach was taken in 
order to obtain a better match between the predictions and the 
experimental data at low temperatures (350 K to 600 K). There
fore, the extracted values for the radiative conductivity are com-

£ 
e 

1.25 " 
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A 

a • 
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A a 

o.oo o—o—° 1— 
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Fig. 7 Determined values for the radiative conductivity plotted against 
temperature for alumina-air packed beds 

puted as the difference between the measured effective thermal 
conductivities, calculated from their least-squares fits, and 80 
percent of the conductive component predicted by the Zehner -
Bauer-Schliinder model. In Fig. 7, this difference, i.e., the ra
diative conductivity, is plotted against temperature for the range 
of temperatures studied and for all three particle diameters of the 
alumina-air particulate bed. As the temperature and the particle 
diameter increase, the radiative conductivity increases. At lower 
temperatures, the radiative conductivity practically vanishes. 

Figure 8 presents the ratio of the radiative conductivity to the 
conductive component vs. temperature. It illustrates practically 
the same points made in connection with those of Fig. 7 and 
points out their relative magnitudes. It may be more instructive, 
however, to express the relative contributions in terms of per
centages as shown in Fig. 9. The relative contributions become 
equal to each other at different temperatures for different particle 

Table 4 Various forma of the radiation exchange factor used in the 
Damkohler type expression for the radiative conductivity 

Investigator 

Chen and Churchill (1963) 

Godbee and Ziegler (1966) 

Kamiuto (1991)* 

Kasparek(1976) 

Kunii and Smith (1960) 

Laubitz (1959) 

Pavlyukevich (1990) 

Schotte (1960) 

Vortmeyer (1978) 

Wakao and Kato (1969) 

Zehner-Bauer- Schliinder (1970,1978) 

Exchange Factor, E 
2 

dp (K + 2 a) 

(1-40 
(4/9) 

(1 - 40(1 + 1.5 (1-<J0- 0.75 (1-(W2]0 
P + E 
(1-P) 

1 

< 1 + J L Tf> 1 -if 2 E 

e [ l - ( l - 4 , ) O T
+ ( i - W

4 / J ] 

(1-40 

8 _ 4 | _ 
9 (l - 40 

e 
2P + E(1-P) 

2(1-P)-E(1-P) 
2 E 

(2 - 0.264 e) 

(2-E) 

0>g) 

The single scattering albedo, co, and the asymmetry factor, g, are given as 

functions of porosity and surface reflectivity in Kamiuto (1991). 
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Fig. 8 Ratio of radiative to conductive thermal conductivities for alu
mina-air beds 

Journal of Heat Transfer NOVEMBER 1994, Vol. 116/835 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.77 mm ° conduction 

6.64 mm 0 conduction 

<> O 9.61 mm A conduction 

I 
I 60 

® radiation 

A radiation 

a B 
° 8 

• : * . , ; • « = „„ 

400 600 800 1000 1200 1400 

Temperature (K) 

Fig. 9 Percent contributions of the radiation and conduction in alumina-
air beds 

diameters. The temperature at which the conductive component 
is equal to the radiative component becomes smaller for larger 
particle diameters. 

The Exchange Factor. Nondimensionalization of the deter
mined radiative conductivity by the factor (4dpaT2) yields the 
exchange factor that may be compared to the models suggested 
in the literature and summarized in Table 4. Some of these ex
pressions are formulated in terms of the surface emissivity of the 
solid alone, some in terms of the porosity alone, and some in 
terms of a combination of both. Figure 10 displays this compar
ison and shows the dependence of the exchange factor on tem
perature for an alumina bed of 6.64 mm particle diameter. The 
exchange factor was also found to be independent of particle 
diameter, i.e., the same for the 2.77 mm and the 9.61 mm size 
particles. All predictions follow the same pattern in decreasing 
with an increase of temperature as does the emissivity, except 
the recent work of Kamiuto (1991). It was found that the pre
dictions based on the expressions by Schotte (1960), Wakao and 
Kato (1969), and Vortmeyer (1978) are the closest to the ex
perimental values. Recall that Schotte (1960) simply used the 
emissivity for the exchange factor. The value of 0.1 was used for 
the transmission factor, P (see Table 4) , as recommended by 
Vortmeyer (1978). It is important to note that the computed 
exchange factor based on the Vortmeyer expression is highly 
sensitive to the value used for the transmission factor. Had the 
value of 0.13 been used forP, the predictions from Vortmeyer's 
expression and that of Wako and Kato would become identical. 
Computations revealed that an increase in the value of P would 
cause an increase in the exchange factor based on Vortmeyer's 
expression. It was not possible to simply adjust the value of P to 
obtain a better match with the experimental data for the entire 
temperature range. Alternatively, the experimental values for the 
exchange factor may be least-squares fitted in terms of the em
issivity or in terms of local temperature. However, such a fit 
would have no physical or fundamental justification and was 
therefore not carried out. Since the emissivity is reasonably close 
to the experimental data of the exchange factor, it was decided, 
for all practical purposes, to let the exchange factor be the em
issivity of the solid material. The overall form for the effective 
thermal conductivity is then as follows: 

keff = 0.8£condiZ_B_s + 4edpaT3 
(5) 

Such an approach is justifiable if Eq. (5), when employed in 
conjunction with Eq. (3) , can reproduce the temperature profile 
inside the packed bed. For five different furnace setpoints, Fig. 

- i — • — r ~ 

500 600 700 800 900 1000 1100 1200 1300 1400 

Temperature (K) 

Fig. 10 Comparison of the exchange factor found experimentally with 
those of other investigators: (1) Laubitz, (2) Schotte, (3) Kunii-Smith, (4) 
Godbee-Ziegler, (5) Wakao-Kato, (6) Zehner-Bauer-Schliinder, (7) Vort
meyer, (8) Kasparek, and (9) Kamiuto 

11 displays discrete measured temperatures inside a packed bed 
made up of 6.64 mm alumina particles. The solid lines are the 
solution of the heat diffusion equation, employing Eq. (5) for 
the effective thermal conductivity. This figure shows good agree
ment between predictions and the measured temperatures for all 
furnace setpoints. Also (not shown here), the predictions of Eq. 
(5) were found to perform well for the other packed beds that 
were tested. 

Conclusions 
An experimental investigation of combined conduction and 

radiation in a randomly packed bed (<£ « 0.38) is reported. The 

: Eq.(3)&Eq.(5) 

Symbols: Experimental Data 

Furnace 
Temperature 

Vertical Location (mm) 

Fig. 11 Comparison of the measured temperatures inside an alumina-
air packed bed with the predictions based on Eqs. (3) and (5) 
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local effective thermal conductivities of alumina-air, alumi
num-air, and glass-air packed beds were determined and pre
sented graphically as a function of the local bed temperature. The 
effects of particle diameter and local bed temperature were stud
ied. The following conclusions can be drawn: 

1 The effective thermal conductivity increases with an in
crease in the particle size and bed temperature. 

2 Two models, the Kunii-Smith and the Zehner-Bauer-
Schltinder models, were compared to the present experi
mental data and were found to overpredict the experimen
tal values at low temperatures. 

3 The radiative contribution was quantified and expressed in 
terms of the radiative conductivity using the diffusion ap
proximation. 

4 The radiative conductivity was cast as a function of particle 
diameter, local bed temperature, and an exchange factor 
made equal to the particle emissivity. 

5 The exchange factor determined experimentally matches 
with good agreement those of Schotte (1960), Wakao and 
Kato (1969), and Vortmeyer (1978). 

6 The diffusion approximation, with a modified expression 
of the effective thermal conductivity, reproduces the mea
sured temperatures inside the packed bed. 
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Approximate Analytical Solution 
of Forced Convection Heat 
Transfer From Isothermal 
Spheres for AH. Prandtl Numbers 
A new, simple and approximate analytical method based on linearization of the energy 
equation is proposed to develop solutions for forced convection heat transfer from 
isothermal spheres. Furthermore, heat transfer correlations from spheres are proposed 
in the range of Reynolds number, 0 =s ReD < 2 X 104, and all Prandtl numbers. This 
technique is performed as follows. The first step is to approximate the energy equation 
to the form of a transient heat conduction equation that has an existing solution. The 
second step is to evaluate the effective velocity through scaling analysis in the limit of 
Pr -> oo and Pr^> 0 and then resubstitute the effective velocity into the solution of the 
energy equation. Finally, a ' 'blending method'' is used to provide a general model for 
all Prandtl numbers. Comparison of the heat transfer correlations for NuD versus ReD 

from the present study with the available correlations in the literature reveals very good 
agreement. 

1 Introduction 
Forced convection heat transfer from isothermal or isoflux ex

ternal convex surfaces is an important problem for engineers. 
There are many engineering systems that are modeled using 
forced convection, such as electronic components on printed cir
cuit boards placed in cabinets, hot-wire anemometers, and heat 
exchanger design. Steady laminar forced convection heat transfer 
from an isothermal sphere into a substantial amount of air or 
water has been investigated experimentally, theoretically, and nu
merically by many researchers for over 90 years. These research
ers presented their area-averaged heat transfer results in the fol
lowing general form: 

NuD = C, + CD Reg Pr" (1) 

where C{, CD, m, and b are constants. The diffusive term, Cx, 
has been reported to lie in the range 1 to 3.2. Other investigators 
have reported values of zero or 1.2 Pr°3 (Vliet and Leppert, 1961; 
Lochiel and Calderbank, 1964). The constant CD depends on the 
range of ReD. From the literature, it is seen that for 0.1 < ReD 

< 2 X 105, CD is reported between 0.921 and 0.175, respectively. 
The exponents of ReD and Pr varied from 0.47 to 0.62, and 0 to 
0.42, respectively. The previous correlations, NuD = NuD(ReD, 
Pr), are summarized in Table 1. 

Most of the previous investigators agreed on the following: 

1 In the diffusive limit, ReD -» 0, NuD is 2.0. 
2 Exponent of Pr, b, is f. 

However, the previous investigators disagreed on the value of CD 

and the exponent of Reynolds number. On the other hand, Church
ill (1977) proposed another function for Pr, Pr I / 3 /[l + (0.45/ 
Pr) 2 ' 3 ]" 4 , instead of Pr"3 , which provides two limits: as Pr -» 
oo, F(Pr) -> Pr"3 and as Pr -> 0, F(Pr) -» Pr"2 . From the theo
retical view, it has been proven by Lochiel and Calderbank 
(1964) using an analytical approach that Sh = Sh(Re"2Sc"3) 
for Re > 1. Therefore, the analytical solution agrees with the 
experimental results, as seen in Table 1, for Pr s: 1. In addition, 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 1993; 
revision received November 1993. Keywords: Forced Convection, Modeling and 
Scaling. Associate Technical Editor: Y. Bayazitoglu. 

as Pr -+ 0, Sideman (1966) and Hsu (1963) (see Witte, 1968) 
have demonstrated through their analytical solutions that F(Pr) 
-* Pr"2 . This also agrees with the experimental heat transfer cor
relations of Witte (1968) and Churchill (1977). 

One of the objectives of this study is to develop a simple ap
proximate analytical method based on linearization of the energy 
equation in order to develop an approximate analytical solution 
of the forced convection heat transfer from isothermal spheres. 
Another objective of the present study is to propose heat transfer 
correlations from spheres for the range of Reynolds number, 
0 =s ReD s: 2 X 104, and all Prandtl numbers. One of the main 
goals of the present investigation is to explain why the previous 
studies appear to be in disagreement in regard to the exponent of 
ReD and the constant CD. 

This paper is organized as follows: In the following section, 
the theoretical analysis is developed with appropriate assump
tions; in the third section, results and discussions are presented; 
and conclusions are given in Section 4. 

2 Theoretical Analysis 
Figure 1 shows an isothermal sphere of temperature Ts and 

diameter D, which is immersed in a steady, laminar, incompress
ible flow of a constant property fluid (0 < Pr < oo) at constant 
temperature T„ and uniform velocity V„. The energy equation 
inside the boundary layer is 

8T VgdT_ 

dr r 86 dr 
r2dT\ 

"' dr) 
(2) 

The terms on the left side of Eq. (2) will be approximated by a 
single equivalent term, i.e., (vJr)(dT/dd), where ve is the av
erage effective velocity, which will be determined later. This idea 
has been proposed by Oseen in order to linearize the inertia term 
for creeping flow, where Oseen assumed the convective term to 
be V<„V' v, (for more details see Happel and Brenner, 1973). In 
addition, the effective velocity has been introduced by Yovano
vich et al. (1992) and Jafarpur (1992); therefore, Eq. (2) be-

Ve 8T 
~r"d9' 

1 
-;T-\ r ' dr 

dT 

dr 
(3) 

This equation is limited to the range r a DI1 and 0 < ^ < i . 
Equation (3 ) will be transformed to transient heat conduction in 
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order to find a suitable solution. Let us assume that the flow 
particles are moving with a constant velocity, ve, around the 
body. Therefore, the particles will take time, At, to travel a dis
tant r A9. Furthermore, for A9 -* 0 and At -> 0, one can obtain 

dt 
where D/2 =s r < 6 + D/2 (4) 

This concept was also used by Sideman (1966) and Yovanovich 
et al. (1992). Therefore, the energy equation will also be reduced 
to the form of the transient heat conduction equation. Thus, by 
substituting Eq. (4) into Eq. (3) the energy equation can be writ
ten as follows: 

where r > D/2, 0 

~z— = « 
dt r or \ or ) 

< t < nD/2ve, and 

(5) 

T* = (T- T„)I(TS- r„ ) . 

The solution of Eq. (5) from Carslaw and Jaeger (1959) is 

'r-D/2^ D 1 „ T* = erfc 
2 r 

= erfc 
2 r 

2iat ;»(«D)/(2U„) 

r- D/2 

24{a6D)l(2ve) 

The local Nusselt number 

NuD(0) = 
qs(0)D 

(Ts - T.)k 

(6) 

(7) 

where qs{9) = -k(Js - T„)(dT*/dr)\r=D/2. 
Taking the derivative of Eq. (6) and substituting it into Eq. 

(7) gives 

NuD(0) = 2 + 
1 15 

VW(a6>)/(2iJe) 
> 0 (8) 

The transient conduction solution provides an analytic solution 
for the local Nusselt number, which consists of the linear sum of 
the local boundary layer term and the constant term correspond
ing to the diffusive limit (ReD -» 0) . The area-averaged Nusselt 
number, NuD = 1/A JjA NuD(9)dA, is given by 

Table 1 Correlation coefficients and parameters for heat and mass 
transfer from spheres 

Author 
Frossling (1938)) 
Kramers (1946) 
Kudryashev (1949)f 
Drake-Backer (1952) 
Radusich (1956)t 
Grifflh (1960) 
Yuge (1960) 

Pasternak-Gauvin (1960) 
Vliet-Leppert (1961) 
Esu (1064). 
Rowe et al. (1966) 
Lochiel-Calderbank 
(1964) 
Sideman (1966) 
Hughmark (196T) 

Witte (1968) 
Raithby-Eckert (1968) 
Chuichill (1977) 
Clift et al. (1978) 

Yovanovich (1988)" 

Ci 
2.0 
3.2 
2.0 
2.0 
2.83 
2.0 
2 
2 

0.0 
1.3J>r0J 

0.0 
2 

0.0 

0.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
1.0 
1.0 
1.0 
1.0 
2.0 

CD 
0.65 
0.59 
0.33 
0.459 
0.6 
0.6 

0.651 
0.335 
0.692 
0.53 
0.921 
0.69 
0.7 

1.13 
0.6 
0.5 
0.4 
0.27 
0.175 
0.386 
0.235 
0.5505 
0.757 
0.304 
0.724 
0.425 
0.15 

m 
1/2 
1/2 
1/2 
0.55 
1/2 
1/2 
1/2 

0.5664 
0.614 
0.54 
0.5 
1/2 
1/2 

0.5 
1/2 
1/2 
1/2 
0.62 
0.62 
0.5 

0.606 
1/2 
0.47 
0.68 
0.48 
0.66 
0.5 

b 
1/3 
1/3 
0.0 

0.333 
1/3 
1/3 
1/3 
1/3 
1/3 
0.3 
0.5 
1/3 
1/3 

0.6 
1/3 
1/3 
1/3 
1/3 
0.42 
0.6 
1/3 

F{Pr)l 
1/3 
1/3 
1/3 
1/3 
1/3 

Pr(Sc) 
0.6-2.7 

. 0.71 
0.71 
0.71 
0.71 
0.7 

0.715 
0.715 
0.71 

2-380 
Pr-,0 

0.73 

Pr —0 
<250 
>250 
>250 
<260 
>250 

Sodium 
0.71 

0.7-0.73 
0.7 - 0.73 
Pr > 188 

Sc > 1,100 
0.71 

Res 
2 - 1,000 

540 - 1,460 

0.1 - 200,000 

10-1,800 
1,800 - 160,000 

500 - 6,000 
1 -300,000 

65- 1,750 
» 1 

26 - 450 
1- 17 

17 - 450 
450-10,000 
450-10,000 

35,000- 153,000 
3,600 - 52,000 

100 - 4,000 
4,000 - 100,000 

100 - 200 
2,000- 100,000 

10- 150,000 
t Prom Yovanovich (1988) 
* Prom Witte (1968) 

P r ' " 
' (1 + (0.45/Pr)>/S]i/4 
. . 2.0 + ( 0.15 flej1 + 0.273 JJe$j,M ) Pr1 ' " 

NuD = 2 + 0.714. (9) 

The average effective velocity, ve, will be defined for the limiting 
cases of Pr > 1 and Pr < 1, then an interpolation function will 
be obtained to provide a relationship for all Prandtl numbers. 

The present analysis has been based on the assumption that 
the flow does not separate at any point on the surface of the 
sphere. In fact, flow separation occurs in this type of problem at 
high Reynolds numbers. However, we will proceed with our 
analysis and compare it with the available experimental results 
which already have the separation effect in order to determine 
the capabilities of the present model. 

2.1 vT at Pr -* <». We will consider the high Prandtl num
ber fluids first. Scaling analysis will be applied to the continuity, 

Nomenclature 

A 
b 

Ci, Co 
D 

DAB 

h = 

h„, = 

k = 

NuD = 

Pr = 
Q = 
q = 

ReD = 
ReD(0) = 

T = 

surface area, m2 

exponent in Eq. (1) 
constants in Eq. (1) 
sphere diameter, m 
binary mass diffusion coeffi
cient, m2/s 
coefficient of convection heat 
transfer, W/m2K 
coefficient of convection mass 
transfer, m/s 
thermal conductivity, W/m K 
exponent in Eq. (1) 
exponent in Eqs. (33)-(38) 
area-averaged Nusselt number 
= Dh/k 
Prandtl number = via 
total heat flow rate, W 
heat flux, W/m2 

Reynolds number = DVJv 
local Reynolds number 
= DV(0)lv 
temperature, K 

T* = nondimensional temperature 

= (7--r.)/(rs-7'.) 
time, s 
Schmidt number = v/DAB 

Sherwood number = hmDIDAB 

local velocity at edge of thermal 
boundary layer, m/s 

V(0) = local velocity at edge of hydro-
dynamic boundary layer, m/s 
free-stream velocity, m/s 
area-averaged effective velocity, 
m/s 
local effective velocity, m/s 
thermal diffusivity = k/Cpp, m2/s 
constant in Eq. (26) 
local thickness of HBL, m 
local thickness of TBL, m 
displacement thickness of 
TBL, m 

81, = momentum thickness of TBL, m 
rj = nondimensional quantity = y/S 

t 
Sc 

ShD 

V 

a 
y 
6 

si 

v = kinematic viscosity, m2/s 
p = density, kg/m3 

Subscripts 
D = displacement 
e = effective 

M = momentum 
S = surface 

Abbreviations 
CE 
EE 

GEs 

continuity equation 
energy equation 
governing equations 

HBL = hydrodynamic boundary layer 
ME = momentum equation 

TBL = thermal boundary layer 

Coordinates 
r, 9, <j> = spherical coordinates 

x, y = local coordinates 
X, Y, Z = Cartesian coordinates 

Journal of Heat Transfer NOVEMBER 1994, Vol. 116/839 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



momentum, and energy equations to determine the area-averaged 
effective velocity. Consider that the hydrodynamic boundary 
layer, HBL, 6, is very thin, i.e., D/2 + 6 =* D/2 (see Fig. 
1) where ReD > 1 and also consider that the flow outside of 
the hydrodynamic boundary layer, HBL, is effectively in-
viscid. Thus, the local velocity at the edge of the HBL is equal to 
vs(D/2 + 6) = V(9), where V(0) is the solution to the inviscid 
flow problem, as shown in Fig. 1. The continuity equation inside 
the HBL is 

2 dvr 1 dv9 cot 9 
- v r + — + r — + v„ = 0 
r or r do r 

(10) 

Using scaling analysis (the scaling analysis rules are stated by 
Bejan, 1985) on the continuity equation within the HBL gives 
the relationship: ' 

4ur|D/2 IVU+D/2 - IV|D/2 , 2 ve 2 ve 

with fflU+D/2 = V(6), the inviscid flow solution and vr\DI2 = 0, 
we obtain 

vr\S+DI2 ~ 2 
6_ V(0) 
D e ( i i ) 

/ (X,Y,Z) or 

( r , 9 , * ) 

Pr >>1 and Ren>>1 Pr<<1 and ReD>>1 
/D/2»(5T>><5 

Y 

INVISCID FLOW 

—VISCOUS FLOW 

Fig. 1 Schematic diagram of the boundary layers over the sphere for 
Pr -> co and Pr -» 0 

Applying scaling analysis on the continuity equation inside the 
thermal boundary layer, TBL, gives the relationship 

\5r+D/2 
5\_ V{9) 

' D8 e 
(12) 

where it is assumed that the ratio V/V(6) is approximately equal 
to 6T/6, i.e., the flow has a linear velocity distribution as shown 
in Fig. 1. 

The momentum equation in an axisymmetric flow along the 
body using the boundary layer theory has been discussed by 
White (1991). This equation can be converted to spherical co
ordinates (note that x = rd, i.e., dx =* rd9, and y = r — D/2, 
i.e., dy = dr), in steady-state form as follows: 

dv„ v„ dvg 

ur — + - — 
or r OO 

V(6)dV{6) d2v9 

r 89 4 V dr2 (13) 

Using scaling analysis on the momentum equation inside the 
HBL with Eq. (11) gives the following relationship: 

26V2(9) 2V2(d) 2V2(0) V(6) 
H —— — — z n 1" v „-, 

DS9 D9 D9 
(14) 

Therefore, the local hydrodynamic boundary layer thickness is 
given by 

6_ 
D 2 ReD(6») 

(15) 

where ReD(0) = DV{9)lv. Applying scaling analysis on the 
energy equation, Eq. (2) , and keeping in mind that D/2 > 6T 

and ve\„T = V = [(ST/6)- V(0)] we find that 

262
T V(0) AT 5TV(9)AT aAT 

D5 9 S9D/2 
(16) 

The two convective terms on the left-hand side of Eq. (16) have 
the same magnitude, therefore we equate one of the convective 
terms to the diffusion term as follows: 

5TV(9)AT aAT 

S9D/2 S2
T 

(17) 

Therefore, the local dimensionless thermal boundary layer thick
ness is given by 

- ~ Pr-"3 

D "\/2ReD(0) 

Comparing Eq. (18) against Eq. (15) we find that 

6T V 1 6 V(9) Pr1 

(18) 

(19) 

This result will be used later to define v™. 
The local effective velocity, v™{9), for large Prandtl numbers 

fluids will be obtained from momentum flux balances through 
the thermal boundary layer. The momentum flux inside the ther
mal boundary layer is 

0T Jo 
v0(V - v9)dy (20) 

On the other hand, if we determine the momentum flux by as
suming that the flow has a uniform local effective velocity, 
v™(9) is constant in the y direction and variable in the x direction, 
we have 

£ 
8T t/Q 

f>6T 

v:(9)(V - v,)dy 
Jn 

(21) 

Equating Eqs. (20) and (21) and solving for the local effective 
velocity, we obtain 

v7(.0) = V-
1 o V 

(V - v„)dy 

fl6T 

Jo 

(22) 

(V - ve)dy 

which can be expressed in terms of the momentum and displace
ment thicknesses as follows: 

^-^Tt^rf (23) 

For convenience of the subsequent analysis, we introduce the 
similarity parameter, rj = y/ST. This allows one to express the 
momentum and displacement thicknesses in the following forms: 
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" - 4 , 1 ^ f l - S U , 

' - > 

(24) 

(25) 

Clearly these important hydrodynamic thicknesses depend on 
the velocity distribution within the TBL. We may assume that 
vs is a power-law function of y in order to have a general form 
for the velocity profiles at different Reynolds numbers, 
i.e., vs/V = (y/ST)y or vg/V = rf where 0 < y < 1. This form 
is chosen for the following reasons: It has been proposed by Kays 
and Crawford (1980) for the flat plate at high Re where y = \ 
and it also agrees with the analytical solution where the velocity 
is linear at y = 1. We introduce the power-law velocity distri
bution into Eq. (24) and Eq. (25) and integrate. One can obtain 
the relationship between the momentum and displacement thick
nesses in terms of the power-law exponent: 

1 
81 2-y + 1 

(26) 

Therefore, the local effective velocity from Eq. (23) with Eq. 
(26) is 

v7(9) 
V(9) 

(27) 
(2y + l )Pr 1 / 3 

The area-averaged effective velocity is defined as 

V~(2y + \)P^HLVWdA (28) 

Furthermore, the ideal flow solution can be used to represent the 
flow in the region outside of the boundary layer; therefore, 

VeU+D/2 = V(6) = 1.5y„sini (29) 

After substitution of Eq. (29) into Eq. (28) we find that the area-
averaged effective velocity as Pr -» °° is given by 

1.178K, 
(2y + l ) P r ' 

(30) 

2.2 v° at Pr -> 0. Let us consider that the flow is inviscid, 
i.e., Pr <? 1, and ReD > 1. Therefore the HBL, <5, is very small; 
however, the TBL, ST, is very large relative to 6. Therefore at the 
edge of the TBL we have 

I _ y » 
v6 I (6+DI2) — „ • 2 + 

D 

2(6 + D/2) 
sin 9 (31) 

1.5K, However, Fig. 1 shows that 6 <? D/2. So, vg\{6+DI2) = V -
sin 9. 

Therefore, the local velocity at arbitrary 9 will be considered 
uniform across the TBL. As a result of that v°(9) = V as shown 
in Fig. 1 (Vis the local maximum velocity at the edge of the TBL 
and i>°(0) is the local effective velocity at Pr <̂  1). The area-
mean effective velocity is 

SI. VdA = 1.178K, (32) 

2.3 v, for all Pr. At this point the effective velocity has 
been found for the two limiting cases where Pr > 1 and Pr < 1. 
In order to develop an expression for ve valid for any Prandtl 
number, the Churchill and Usagi (1972) blending technique will 
be used. The effective velocity can be determined in different 
ways such as: 

(vey = (u°r + (v:r «^ 1 (33) 

Ve = Vl>e - l l " 

1 I 1 

("«)" TO" (v7)n 
n a 1 

(34) 

(35) 

The first two forms are not applicable at Pr < 1 because 7,, -» oo. 
However, the last form is consistent at both limits; at Pr < \,ve 

-* va
e and at Pr > 1, ve -* v". The area-averaged effective velocity 

can now be expressed in the following form: 

- v" 

1 + l ^ ! 

(36) 

Substituting v°e and?" into Eq. (36) gives the effective velocity 
valid for all Prandtl numbers in terms of the power-law parameter 
y and the blending parameter n, 

1.178/[(2-y + 1) Pr ' / 3] 
(1 + [l/(2-y + 1) Pr" 3 ]") ' 

0 < Pr < oo (37) 

where 0 < y s 1. The constant n will be determined in the 
following section. 

3 Results and Discussion 

In order to determine the equation of NuD, one must substitute 
Eq. (37) into Eq. (9). The area-averaged Nusselt number, NuD, 
becomes 

NuD = 2 + ° - 7 7 5 Re]/2 

foy + 1 1 + 

Pr1'3 

/ 1.0 y»l 
\,(2r + D 3 p r ; 

1 /<2J I ) 

(38) 

By examining the two asymptotic values of the area-averaged 
Nusselt number for Pr <g 1 and Pr > 1, from Eq. (38), we obtain 

and 

for Pr < 1, NuD = 2 + 0.775 Re I/2 Pr' 

0 775 
for Pr > 1, NuD = 2 + -F^= ReJ/2 Pr"3 

i/2y + 1 

(39) 

(40) 

independent of the value of the blending parameter n. The con
stant CD as defined in Eq. (1) is 0.775 ihy + 1 in Eq. (38). 
It is equal to 0.447 at y = 1.0, 0.633 at y = \, and 0.683 at 
y = j . In addition, it has been found that n = 3 gives the best 
fit by matching Eq. (38) with the available air data correlation 
equations in the literature (Yuge, 1960; Churchill, 1977; Yova-
novich, 1988). Therefore, Eq. (38) can be written in the follow
ing forms for y = 1 and 7, respectively: 

NuD = 2 + 0.447 Rei/2 

NuD = 2 + 0.683 Rel/2 -

Pr' 

1 + 
0.037 

Pr 

Pr1 

1 + 
0.471 

Pr 

1/6 

( y = l ) (41) 

(7 = 7) (42) 

Figure 2(a) shows the comparison between the present results 
(Eqs. (41) and (42)) and the correlations of Frossling (1938), 
Drake and Backer (1952), and Yuge (1960) for air (Pr = 0.71). 
It can be seen that at the low range of ReD, 10"' < ReD < 10, 
the values of the Nusselt number correlations are in very good 
agreement with Eq. (41). However, at the high range of ReD, 10 
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1 0 . : 

3 
Z 

u 1 0 ' 
4) 

6 
3 
Z 

3 
Z 

10 • 

10 

__ . . Present Study, Eq. (41) 
Present Study, Eq. (42) 

QQQQO Drake-Backer (1953) 
aooog Frossling (1938) s> 
4AAA^Yuge (1960) ^x 2 . 

^^r&^ P r = °-71 

P r e s e n t Study, Eq. (41) 
P r e s e n t Study, Eq. (42) 

ooooo Rowe e t al . (1965) „ 
aaaaa H u g h m a r k (1967) ^/St 
« A i i » R a i t h b y - E e k e r t (1968) x « T - ' 
00000 Clift e t al . (1978) ^ ^ ' ' 

^ ^ < ^ Pr = 0.71 

Present Study, Eq. (41) 
Present Study, Eq. (42) 

Q02QO Churchill (1977) 
DDD.QP Yovanovich (1988) J 

A-

^ ^ g ^ ' Pr = 0.71 

j . 

(a) 

. • • ' 

(b) 

(c) 

10 "' 10 1 0 2 1 0 ° 1 0 * 1 0 ' 
Reynolds N u m b e r , ReD 

Fig. 2 Comparison between the present analytical model and the 
previous studies for air 

< ReD =s 104, the experimental correlations of Frossling (1938), 
Drake and Backer (1952), and Yuge (1960) approach Eq. (42), 
where the velocity profile has the power 7. 

In addition, Fig. 2(b) shows the same comparison between 
Rowe et al. (1965), Hughmark (1967), Raithby and Eckert 
(1968), and Clift et al. (1978) with the present study. The cor
relations of Raithby and Eckert (1968) and Clift et al. (1978) 
behave similarly to the correlations of Drake and Backer (1952) 
and Yuge (1960). On the other hand, the results of Rowe et al. 
(1965) are higher than the present study. Furthermore, Yovano
vich and Vanoverbeke (1988) examined carefully the work of 
Rowe et al. (1965) and they concluded that Rowe et al. (1968) 
had not removed the effect of free convection from their data. In 
addition, the correlations of Hughmark (1967) were higher than 
the present study. However, from Table 1, it is seen that Hugh-
mark (1967) presented two correlations for Pr < 250. These two 
correlations cover the range of ReD from 26 to 450 and 450 to 
104, respectively. However, his correlation for the high range of 
ReD predicted lower values of NuD at ReD < 700, if it is compared 
with his low range correlation. In addition, Eq. (42) is compared 
with the general equation of Pasternak and Gauvin (1960), 
which was developed for several body shapes and it was found 
that the maximum difference is 15 percent, which occurs at ReD 

= 5000. In addition, the turbulent intensity in the measurements 
of Pasternak and Gauvin (1960) was around 9-10 percent. Also, 
Eq. (42) is compared with the correlation of Kramers (1946) and 
it is found that the maximum difference of 2 percent occurs at 
ReD = 540. 

Figure 2(c) shows the comparison between the present study 
and the models of Churchill (1977) and Yovanovich (1988) for 
air. It is observed that the Yovanovich (1988) and Churchill 
(1977) models are in very good agreement with Eq. (41) up to 
ReD = 100. After that the Yovanovich (1988) model approaches 
Eq. (42) and finally crosses it at ReD = 104. However, the Church
ill model (1977) lies between Eqs. (41) and (42). We observe 
that the Churchill model behavior is similar to the present model 

10 

•s 10 -

3 z 

o o o o o Yngp (1960) 
aafiEP Clift e t al . (1978) 
00000 Yovanovich (1988) 
***.** P r e s e n t S tudy , Eq. (44) 

10 10 1 0 ' 1 0 J 1 0 ' 
Reynolds N u m b e r , ReD 

1 0 ' 

Fig. 3 Comparison between the present general analytical model and 
the previous studies for air 

if 7 = 3 . On the other hand, if y -* 0, Eq. (42) will be higher 
than the Yovanovich model up to ReD = 105, i.e., Yovanovich 
was able to model different velocity profiles in one equation. 

3.1 General Model. Figure 2 shows that the correlations of 
Yuge (1960), Drake and Backer (1952), Clift et al. (1978), and 
Yovanovich (1988) are in very good agreement with Eq. (41) 
up to ReD = 100 and after that their correlations approach Eq. 
(42) and finally, cross it at ReD = 104. This leads us to conclude 
that the previous studies fitted their data in various ranges of ReD, 
which could have different velocity profiles because Eq. (41) 
was developed for a linear velocity profile and Eq. (42) was 
developed for the power-low velocity profile, y = \. Therefore, 
if we correlate 7 as a function of ReD based on the trend of the 
previous studies between Eq. (41) and Eq. (42), a general model 
can be developed for the forced convection heat transfer from 
spheres. It is found that a simple form for 7 as/(ReD) based on 
the previous work is given by: 

7 = 1.0/Re?;25 (if 7 > 1 put 7 = 1 ) (43) 

From Eq. (38) with n = 3 we obtain the general equation: 

NuD = 2 + 0.775 Re I/2 Pr"3/[V27 + 1] 

[l 1 ( L° \] 
V(27 + l ) 3 P r / 

1/6 (44) 

ReD < 105 and 0 < Pr < co with Eq. (43). 
The right-hand side of Eq. (44) can be written as follows: 

Nu& + CD Re£5F(Pr, 7 ) , where Nug, is 2 and CD is 0.775 and 
F(Pr, 7)isPr1 / 3 /[V27 + 1]/[1 +(1 .0 / (27 + l ) 3 P r ) ] " 6 . 

Figure 3 shows the comparison between the general model, 
Eq. (44), and the previous studies of Yuge (1960), Clift et al. 
(1978), and Yovanovich (1988) for air. In addition, very good 
agreement between the previous studies and Eq. (44) up to Rea 

= 2 X 104 is shown in Fig. 3. After that the Yuge (1960), Clift 
et al. (1978), and Yovanovich (1988) correlations cross the pres-

3 z 
I 

a 

10 " 

Present Study, Eq. (44) 
ODOODSideman (1966) (Pr = 0.01) 
I I I I ! IHus (1964) (Pr = 0.01) 
/WW) Witt* (196B) (Pr = 0.01) 
<XXXX> Yovanovich (1988) (Pr = 0.71) 
I U U Yuge (1960) (Pr = 0.71) 
=tetetet=t= Frossling (1938) (Pr = 2.7) 

Vliet-Leppert (1961) (Pr = 3B0) 
" """ (Pr = 10 

A—&A 

w < < Clift et al. (1978) 1000) 

1 10 10 2 10 3 10 4 10 5 

Reynolds Number, ReD 

Fig. 4 Comparison between the present general analytical model and 
the previous studies for different Prandtl numbers 
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ent model, Eq. (44). The maximum differences between Yuge 
(1960), Clift et al. (1978), and Yovanovich (1988) correlations 
and Eq. (44), which occur at ReD = 105, are 9.7, 13.9, and 10.8 
percent, respectively. 

Figure 4 shows the relationship between [(NuD — Nu?>)/ 
(F(Pr) Reo5)] (which is CD) and ReD. Also, Fig. 4 presents the 
comparison between the present model and the previous studies 
for various Prandtl numbers. One observes that the maximum 
difference between the previous studies and the present model in 
the range 1 < ReD < 10s is approximately 11 percent, which 
generally occurs at ReD = 105. On the other hand, there is almost 
a 33 percent difference between the present model and that of 
Sideman (1966). The main reason for this is that Sideman ap
proximated the convective term of the energy equation by assum
ing {VJr)l(dTI86). Therefore, Sideman's model overpredicted 
the Nusselt number because the velocity in this model is very 
high. Figure 4 also shows that there is 50 percent difference be
tween the present model and the experimental correlation (for 
sodium) of Witte (1968). Finally, it can be concluded from Fig. 
4 that the constant CD for the sphere is approximately 0.775. In 
addition, F(Pr, 7) is quite acceptable over the range of 0 < ReD 

< 105. 

4 Summary and Conclusions 
An approximate analytical solution is developed for the area 

mean Nusselt number for forced convection from isothermal 
spheres valid for the range of Reynolds number, 0 =s ReD < 104 

and all Prandtl numbers. In addition, the present solution is found 
to be in very good agreement with many previous studies such 
as Frossling (1938), Kramers (1946), Yuge (1960), Raithby 
and Eckert (1968), Churchill (1977), and Yovanovich (1988). 
Furthermore, in the present study, it is concluded that the main 
reason for the differences in the exponent of ReD and the constant 
CD in the previous studies is due to their fitting data in various 
ranges of ReD, which have different velocity profiles. This was 
observed very clearly from the trends of the previous studies, 
which are between the bounds of Eqs. (41) and (42), where the 
velocity profile in Eq. (41) is assumed linear and in Eq. (42) it 
is a power law with y = \. Finally, this study has led to a design 
correlation, Eq. (44), which is very accurate for the range of 
Reynolds number 0 < ReD < 105 and all Prandtl numbers 0 < 
Pr < 00. 
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A Near-Wall Eddy Conductivity 
Model for Fluids With Different 
Prandtl Numbers 
Near-wall turbulence models for the velocity and temperature fields based on the trans
port equations fpr the Reynolds stresses, the dissipation rate of turbulent kinetic energy, 
and the temperature variance and its dissipation rate are formulated for flows with 
widely different Prandtl numbers. Conventional high-Reynolds-number models are used 
to close these equations and modifications are proposed to render them asymptotically 
correct near a wall compared to the behavior of the corresponding exact equations. 
Thus formulated, two additional constants are introduced into the definition of the eddy 
conductivity. These constants are found to be parametric in the Prandtl number. The 
near-wall models are used to calculate flows with different wall thermal boundary 
conditions covering a wide range of Reynolds numbers and Prandtl numbers. The cal
culated Nusselt number variations with Prandtl number are in good agreement with 
established formulae at two different Reynolds numbers. Furthermore, the mean pro
files, turbulence statistics, heat flux, temperature variance, and the dissipation rates of 
turbulent kinetic energy and temperature variance are compared with measurements 
and direct numerical simulation data. These comparisons show that correct near-wall 
asymptotic behavior is recovered for the calculated turbulence statistics and the cal
culations are in good agreement with measurements over the range of Prandtl numbers 
investigated. 

Introduction 
In spite of recent advances made in the turbulence modeling 

of incompressible and compressible flows with heat transfer (Na
gano and Kim, 1988; Lai and So, 1990a; Nagano et al., 1991; 
Sommer et al., 1992, 1993a), most computational and theoretical 
investigations are still based on the hypothesis of an eddy vis
cosity and the assumption of a constant turbulent Prandtl number, 
Pr, (Myong et al., 1989; Antonia and Kim, 1991a; Sommer et 
al., 1992, 1993a). Strictly speaking, the physical arguments for 
these assumptions are applicable only for fluids whose Prandtl 
numbers, Pr, are approximately 1. In practice, these assumptions 
are invoked for fluids with Pr that ranges from 10""2to 104. How
ever, according to Jischa and Rieke (1979), Pr, is weakly depen
dent on Pr for Pr > 1, but Pr, increases rapidly as Pr decreases. 
The increase is particularly steep for Pr < 0.1. Furthermore, 
Reynolds number also affects the dependence of Pr, on Pr for 
values of Pr < 0.1. Therefore, this suggests that a constant Pr, 
assumption may be valid for fluids with Pr > 1; however, it is 
not suitable for fluids with Pr < 1. 

Recently, Myong et al. (1989) argued that the constant Pr, 
assumption is still applicable for heat transfer problems with 
widely different Pr provided that the eddy viscosity is estimated 
correctly near a wall. They proposed to use an improved near-
wall two-equation turbulence model (Myong and Kasagi, 1990) 
to calculate the eddy viscosity. Different Pr, assumptions are in
vestigated; these include the use of empirical correlations pro
posed by Quarmby and Quirk (1974) and Kays and Crawford 
(1980) and constant Pr, to evaluate the eddy conductivity. Their 
study shows that, in the range of Prandtl numbers investigated, 
10 "2 to 5 X 104, the constant Pr, assumption gives the best re
sults. However, three different Pr, values have to be assumed. A 
value of 1.5 is found to be suitable for Pr < 0.1, but this value 
differs greatly from those reviewed by Jischa and Rieke (1979). 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
1992; revision received November 1993. Keywords: Forced Convection, Nonequi-
librium Flows, Turbulence. Associate Technical Editor: R. J. Simoneau. 

Consistent with other researchers' work, a Pr, = 0.86 is found to 
give the best result for the range 1 < Pr < 10 and a value of 
about 1 is appropriate for Pr > 102. Their calculations of Nusselt 
number, Nu, versus Pr in these three different regimes correlate 
well with empirical relations proposed by previous investigators 
(Skupinski et al , 1965; Petukhov, 1970; Notter and Sleicher, 
1971, 1972; Sleicher and Rouse, 1975; Gnielinski, 1976; Chen 
and Chiou, 1981). Based on their analysis, they proposed an 
empirical relation for Pr, applicable in the range 10 "2 < Pr < 5 
X 104. This proposal is empirical at best and may not be appli
cable to flow geometries other than the pipe flow considered. 

The success of the approach of Myong et al. (1989) to the 
prediction of Nu is partly due to the fact that the integral param
eters are relatively insensitive to the local variation of Pr, in the 
flow field. However, other flow properties, such as temperature 
variance, heat fluxes, and turbulence statistics, are greatly influ
enced by the behavior of the local Pr, (Hishida et al., 1986; Krish-
namoorthy and Antonia, 1987; Antonia and Kim, 1991b). Be
sides, the appropriate Pr, values to use in the wide range of Pr 
encountered in practical flows have not been established yet. Fur
thermore, evidence that Pr, varies across the wall layer even in 
simple shear flows is provided by the recent direct numerical 
simulation (DNS) data of Kim and Moin (1989), Lyons et al. 
(1991), Kasagi et al. (1992), and Kasagi and Ohtsubo (1992). 
These studies show that the variations of Pr, are greater for lower 
values of Pr. Therefore, it is desirable to formulate a turbulent 
heat transfer model that does not assume constant Pr,, especially 
if a wide range of flows with vastly different Pr is to be predicted. 

From the discussion above, it is apparent that there is a need 
for a turbulent heat transfer model that is capable of calculating 
flows with widely different Pr and Re. The importance of cor
rectly modeling the turbulent shear stress in near-wall flows with 
heat transfer has already been pointed out by Myong et al. 
(1989). If the near-wall region is to be calculated properly, as is 
necessary for complex flows even without heat transfer, it is im
portant to achieve proper near-wall balance of the model terms, 
thus emphasizing the need for asymptotically consistent turbu
lence models. Therefore, the proposed model should incorporate 
an asymptotically Consistent near-wall turbulence model for the 
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calculation of the velocity field. Numerous near-wall turbulence 
models are available; they include two-equation models (Myong 
and Kasagi, 1990; Patel et al., 1985; So et al., 1991a; Zhang et 
al., 1993a) and second-order models (So et al., 1991b; Zhang et 
al., 1993a). However, according to Zhang et al. (1993a, b) , only 
asymptotically consistent second-order models are capable of 
correctly predicting existing DNS data over a wide range of Re 
and at the same time also give good results for high supersonic 
flows and near-separating flows. Therefore, the near-wall second-
order model and its corresponding k- e model formulated by 
Zhang et al. (1993a) are adopted for the calculation of the ve
locity field. 

As for the calculation of the temperature field, one alternative 
is to use a model that is of the same order as the velocity field, 
such as the second-order heat transfer model of Lai and So 
(1990a). Another alternative is to adopt the suggestion of Cebeci 
and Bradshaw (1984); namely, a heat transfer model that is one 
order lower than the velocity field model could be used to obtain 
reliable results in the calculations of turbulent flows with heat 
transfer. This suggestion is based on the argument that, for in
compressible flows, the uncoupled-flow approximation (Cebeci 
and Bradshaw, 1984) applies. Thus the velocity field results are 
not affected by the temperature field, while the velocity field 
plays an important role in the calculation of turbulent heat trans
fer. Besides, the velocity field itself is often of primary interest. 
In view of this, modeling the turbulent heat fluxes at a lower 
level than the Reynolds stresses does not degrade the quality of 
the results for the velocity field. Therefore, a point can be made 
to use a closure at a lower level for the temperature field. This 
suggestion has recently been verified by So et al. (1992), who 
compared the performance of heat transfer models that are of the 
same order or one order lower than the velocity field models in 
the calculations of channel flows with heat transfer. Their cal

culations cover the DNS cases analyzed by Kim et al. (1987), 
Kim and Moin (1989), and Kasagi et al. (1992), where de
tailed near-wall profiles are available for both the mean field 
and the turbulence statistics. The results show that, in all cases 
examined, there is no deteriation in the predictions of mean 
temperature, temperature variance, and normal heat flux when 
the heat transfer model is one order lower than the velocity 
field model. In view of this, a two-equation model is proposed 
for the calculation of the temperature field irrespective of 
whether the velocity field is calculated by a k- e model or a 
second-order model. The two-equation heat transfer model is 
based on the solution of the equations governing the transport 
of temperature variance and its dissipation rate. Gradient 
transport is assumed. Therefore, the turbulent heat flux is cal
culated from the product of an eddy conductivity and the mean 
temperature gradient. Thus formulated, the model is used to 
calculate pipe and channel flows with different thermal bound
ary conditions and widely different Pr. The calculated results 
are compared with the DNS data of Kim et al. (1987), Kim 
and Moin (1989), and Kasagi et al. (1992), the empirical 
correlations of Skupinski et al. (1965), Notter and Sleicher 
(1972), Gnielinski (1976), and Kader (1981) and the high-
Reynolds-number measurements of Johnk and Hanratty 
(1962) and Hishida et al. (1986). 

Near-Wall Turbulence Models 
A near-wall second-order turbulence model formulated for 

incompressible flows is used to evaluate the turbulent stresses, 
—Ujiij. The model is based on the solution of the equations 
that govern the transport of these stresses and the dissipation 
rate, e, of the turbulent kinetic energy, k. In their modeled 

Nomenclature 

A+ = model constant taken to be 
parametric in Pr 

CM = 

ak 

au, bu 
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" w ? "w 

im, bm 

= coefficients in the expansion 
for k+ in the near-wall region 
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= coefficients in the expansion 
for I),,,,,, in the near-wall re
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ae, be = coefficients in the expansion D\ = 
for #„,„ in the near-wall re- fwi = 
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for — v8+ in the near-wall re- fw2 = 
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for eg in the near-wall region 
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C, = 
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model constant taken to be para
metric in Pr 
model constant = 1 . 8 
model constant = 0 
model constant = 0.72 
model constant = 2.2 
model constant = 0.8 
model coefficient that is a func
tion of Re 
model constant = 0.095 
model constant = 0.096 
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model constant = 0.11 
pipe diameter or channel height 
production tensor = 
— [UiUk(dUk/dXj) + UjUk(dUk/dxi)] 
turbulent diffusion tensor 
near-wall damping function for 
Reynolds-stress equation = 
exp[-(Re,/150)2] 
near-wall damping function for e 
equation = exp[-(Re, /40)2] 
near-wall damping function for eg 

equation = exp[-(Re, /80)2] 
near-wall damping function for 
turbulent heat diffusivity 
near-wall damping function = 
[1 - e x p ( - y + M + ) ] 2 

damping function = 
[1 + 3.45/VReJ tanh |>+/115] 
turbulent kinetic energy 
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u 

normalized turbulent kinetic en
ergy = klu\ 
unit normal vector measured pos
itive outward from wall 
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mean pressure 
production of k due to mean 
shear = —U;Uj(dUildXj) 
production of the Reynolds 
stresses = —[u.jUk(dUjldxk) + 
UjUk{dUjldxk)] 

production due to mean tempera
ture = -uk6[d&/dxk] 
production term due to mean 
temperature gradient in the x di
rection 
Prandtl number 
turbulent Prandtl number 
heat source per unit volume 
wall heat flux 
Reynolds number based on mean 
bulk velocity = U„,Dlv 
turbulent Reynolds number = 
P/ve 
source term in Eq. (15) 
strain rate tensor = {\l2)[dUJdxj 
+ dUj/dx,] 
time 
mean bulk velocity 
mean velocity along x direction 
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form, the transport equations are given by Zhang et al. 
(1993a) as: 

diijUj ditjUj d I dujuA T 

dt dxk dxk \ dxk 

dty dU, 
UjUk — UiUk 

dxk dxk 
+ n , - ev, ( 1 ) 

Ylij = - C , -(u,Uj - jkSij) - arfPij - iPSij) 

- 13,(0, - \P6U) - 2 ( 7 l + Cw ̂ A kStJ 

+ f» C\ - (Ujiij ~ ^k8jj) — - (UjUknknj + UjUknknt) 

de d±_JL( d±\ JL (r I §L 
dt ' dxj dxj \ dxj J dxj \ c e ' ' dxi 

+ CCA P - CJT + £,. (2) 
k k 

In these equations, Djj, Ily, and e,y represent the turbulent dif
fusion of -UiUj, the velocity-pressure gradient correlation, and 
the viscous dissipation of turbulent stresses, and the model con
stants in Eq. ( 2 ) are given by Zhang et al. (1993a) . These equa
tions are not closed and the terms Djj, 11,,, e,y, and £ need mod
eling if they are to be applicable for near-wall flow calculations. 

If Djj, Ylij, and ev are modeled by their conventional high-
Reynolds-number models (Launder et al., 1975), Eq. ( 1 ) is iden
tical to the modeled equation proposed by Launder et al. (1975) . 
The equation is not in balance as a wall is approached. Therefore, 
the high-Reynolds-number models have to be modified to render 
them asymptotically consistent compared to the exact second-
moment equation. Since the exact turbulent diffusion term is of 
higher order and is not important near a wall, the model for this 
term does not need modification. Asymptotic analysis along the 
line suggested by Lai and So (1990a, b) can be applied to treat 
the exact and modeled equations. This will lead to correcting 
functions for the high-Reynolds-number models adopted for n,-, 
and e,j. Thus modified, the respective models are valid near a 
wall. Therefore, according to Zhang et al. (1993a) , the proposed 
near-wall models are: 

Dl = 
dxk 

k ( dujUk dukUj diijUjN 

Cs - u,u, —— + itjii, —— + uku, —— 
e \ axi ox/ ox, , 

, (3) 

e,j = 3eSu +/„,i 7 

+ a*{Pij-\P&ii) 

e 

k 
--3ksu 

UjUj + UiUknkrij + ~UjUknkni + njiijUkUinkni 

1 + 3ukuinkiti/2k 

(4) 

(5 ) 

The damping function fwS is introduced to insure that the near-
wall corrections to the high-Reynolds-number models will be
come negligible outside of the near-wall region. In this formu
lation, the ' 'pressure echo ' ' model is given by the term having 
Cw as a coefficient. Zhang et al. (1993a) found that Cw is a func
tion of Re when Re < 5500 and an appropriate expression is 
given by C„ = 0.00414 + 0.003(log R e ) . For Re > 5500, C„ is 
essentially constant and its value is 0.0153. Again, the model 
constants used by Zhang et al. (1993a) are adopted in the present 
study. The values of all model constants are listed in the No
menclature section. 

Since Eq. ( 2 ) with £ set equal to zero is also not in balance as 
a wall is approached, modification is required to render the equa
tion asymptotically correct compared to the behavior of the exact 
e equation. An asymptotic analysis similar to the one proposed 
by Lai and So (1990a, b ) has been carried out to order y by 
Zhang et al. (1993a) and the result is a new correcting function 
£, which can be written as: 

£=/* - f - 5 7 1.5C£ l- /> (6 ) 

Nomenclature (cont.) 

Uj = rth component of the mean ve
locity 

U+ = normalized mean U velocity = 
UluT 

ut = ith component of the fluctuat
ing velocity 

u,v,w = fluctuating velocity compo
nents along x, y, and z, respec
tively 

"rms = root mean square of u2 normal
ized by uT _ 

fims = root mean square of v2 normal- (e<>), 
ized by uT 

Wrms = root mean square of w2 nor
malized by uT ; 

uT = friction velocity = (rjp)m 

—uv+ = normalized turbulent shear 
stress = —uxilu,2-

—v8+ = normalized turbulent heat flux 
= —v0/uT®T 

Xj = rth component of the coordi
nate 

x, y, z = coordinates along stream, nor
mal, and transverse directions 

y+ = normalized y coordinate = 
yuTlv 

a = 
a, = 
a, = 

a* = 
Pi = 
7i = 

e = 
ew = 

ee = 

es = 

thermal diffusivity = K/pCp 

model constant = [8 + C2]/l 1 
turbulent heat diffusivity 
model constant = 0.45 
model constant = [8C2 - 2]/ l 1 
model constant = [30C2 - 2]/55 
dissipation rate of k 
dissipation rate of k evaluated at 
the wall = lv\d{kldyf 
dissipation rate of temperature 
variance 

dissipation rate of temperature 
variance evaluated at the wall = 
a[d^ldy]2 

modified dissipation rate = 
e - 2v{d{kldyf 
modified dissipation rate of tem
perature variance = 
e, - <x[d^ldyf 
modified dissipation rate = e — 
Ivkly2 

modified dissipation rate ofjem-
perature variance = ee — ad2/y2 

normalized dissipation rate = 

€g — normalized dissipation rate of the 
temperature variance = egvlu2®2-

€„ = dissipation rate tensor 
6 = fluctuating temperature 

#rms = root mean square of the tempera-
_ ture variance normalized by ®T 

92 = temperature variance 
© = mean temperature 

©T = friction temperature = qwlpCpuT 

® + = normalized mean temperature = 
®/©T 

K = thermal conductivity 
v = fluid kinematic viscosity 
£ = near-wall correction to e equation 

itl> = near-wall correction to ee equa
tion 

velocity pressure gradient corre
lation tensor 

p = fluid density 
ak = model constant = 1.0 
ae = model constant = 1.45 
ae = model constant = 0.75 

ate — model constant = 1 . 0 
TW = wall shear stress 

•J 
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where the damping function /„,2 is introduced to insure that £ 
would approach zero away from a wall. Thus modified, Eqs. (1) 
and (2) are valid as a wall is approached and can be used to 
calculate wall-bounded flows where the correct boundary con
ditions on — u,Uj and e are specified as: — u,Uj = 0 and e = ew, 
the dissipation rate evaluated at the wall. 

The equations for the k— e model are given by Eq. (2) and the 
trace of Eq. (1) simplified by assuming 1%, to be zero and e„ to 
be isotropic. Consistent with the isotropic assumption, the tur
bulent diffusion terms in the k and e equations also have to be 
modeled. According to Zhang et al. (1993a), the k equation ob
tained from the trace of Eq. (1) is given by 

dt ' dxj dxj \ dxj J dxj \ ak dxj J 

and the diffusion term in Eq. (2) is replaced by the isotropic 
diffusion term d[{v,l a t)(del d Xj)]l d xt.Therefore, the eddy vis
cosity is given by v, = C^fjile and the Reynolds stresses are 
defined by —u.iuj = u,Sij — (2/3)fa5,7. The damping function and 
the model constant specified by Zhang et al. (1993a) are adopted 
without change. 

Near-Wall Model for Eddy Conditivity 
As pointed out by Cebeci and Bradshaw (1984) and verified 

by So et al. (1992), reliable results can be obtained for the cal
culations of turbulent flows with heat transfer even when the heat 
flux model is one order lower than the velocity field model. Since 
the proposed model for the velocity field is either a second-order 
model or a k- e model, a two-equation model for the temperature 
field would be most appropriate. Therefore, gradient transport is 
assumed so that the ith component of the turbulent heat flux is 
given by — uft = a,(d®/dxi). This choice of heat transfer model 
has several advantages. The first is that the two-equation model 
is the lowest order variable Pr, model available that is reliable 
(Nagano et al., 1991; Sommer et al., 1992). The second advan
tage is more practical and has to do with the number of equations 
involved in the modeling effort. Up to three equations have to be 
solved for the heat fluxes when a second-order model is used. If 
flows at Prandtl numbers much larger than one are to be calcu
lated, these equations would have to include a thermal time scale 
(Launder, 1976), thus making it necessary to solve additional 
equations for the temperature variance and its dissipation rate. 
Therefore, the total number of equations to be solved become 
five rather than three. This is in addition to the equations required 
for the Reynolds stresses. It is difficult to justify this many equa
tions for most engineering applications, especially if there are no 
significant differences between second-order and two-equation 
model results (So et al., 1992). Finally, it is not immediately 
obvious how to improve second-order heat transfer models, such 
as that proposed by Lai and So (1990a), to account for Prandtl 
number effects. 

Several near-wall two-equation models have been proposed 
for the turbulent heat flux vector (Nagano and Kim, 1988; Na
gano et al., 1991; Sommer et al., 1992). Nagano and Kim's 
model (1988) is asymptotically incorrect and gives a zero eg at 
the wall; therefore, it is not consistent with the behavior of the 
near-wall turbulence model described in the previous section. 
The other two models give asymptotically correct results near a 
wall and are appropriate for the present application. However, 
the model proposed by Nagano et al. (1991) has not yet been 
tested for flows that span a wide range of Reynolds numbers and 
Mach numbers, while the model developed by Sommer et al. 
(1992, 1993a) has. Therefore, the present approach adopts the 
model of Sommer et al. (1992) as a base and proceeds to gen
eralize it for applications to turbulent heat transfer where Pr var
ies from 10"2 to 104. _ 

The exact and modeled incompressible equations for 92 and ee 

are given by Launder (1976). Sommer et al. (1992) use the high-
Reynolds-number modeled equations of Launder (1976) as a 

starting point and proceed to modify them for near-wall flows 
using the methodology proposed by Lai and So (1990a). The 
equations thus modified can be written as: 

of2
 u<&_jL( ®t\ JL(r k<w\ 

dt dxk dxk \ dxk) dxk \ ' e dxj) 

— <90 
-2uk9—-2es, (8) 

dxk 

fei , j , <ti± = 'JL( ®ii\ + JL(c—
kde<>\ 

dt dxk dxk \ dxk J dxk \ E ' e dxj J 

+ C,n = Pg + Cj2 T Pg + C,;3 T~ P 
g1 k k 

- CM = e„ - Cd5 - £ « + £efl, (9) 
e2 k 

where the effects of both thermal (92/es) and velocity (kle) time 
scale on the dissipation of 92 are modeled into the es equation. 
The eddy conductivity can be defined by the product of a tur
bulent velocity scale and a turbulent length scale. For incom
pressible flows with heat transfer, the appropriate turbulent ve
locity scale is A:"2, while an appropriate length scale could be 
determined from the product of A:"2 and a time scale. If both 
thermal and velocity time scales are of importance in the trans
port of heat, then a reasonable proposal for a, would be: 

a ^ C x M W V e e , ] " 2 , (10) 

where fK is a damping function to be defined subject to certain 
near-wall constraints. A constant value of CV = 0.11 has been 
put forward by Nagano and Kim (1988) and adopted by Sommer 
et al. (1992, 1993a). Furthermore, Cx = 0.10 also has been as
sumed by Nagano et al. (1991). In all these calculations, the 
value 0.1 is found to give good results for the flow cases tested. 
Therefore, it is prudent to assume a value not too different from 
0.1. For the present calculations, CV = 0.095 is found to give the 
best results. If Eqs. (8) and (9) are to be used with the k- e model 
for the velocity field, the turbulent diffusion terms have to be 
modeled because the Reynolds stresses are not calculated sepa
rately. Sommer_et al. (1993a) suggested replacing the turbulent 
diffusion of_02 in Eq. (8) by the isotropic diffusion term 
d[(a,/ag)(d92/dxk)]/dxk and the turbulent diffusion of ee in Eq. 
(9) by the isotropic diffusion term d[(a,/aeg)(des/dxk)]/dxk. 

In order to analyze the near-wall behavior of Eqs. (8) and (9), 
the asymptotic behavior of the mean and fluctuating properties 
has to be known. If the assumption of analyticity is invoked, 
Taylor expansions of the fluctuating quantities can be made in 
terms of y near a wall. Since the fluctuating velocities have to 
satisfy the no-slip condition at the wall, the leading term in the 
fluctuating velocity expansions, u and w, is of order y, while the 
leading term in the expansion of v is of order y2 as a result of 
incompressibility. On the other hand, the expansion of 9 depends 
on the wall thermal boundary conditions. It should be of order y 
for constant wall temperature and of order y° for constant wall 
heat flux (Nagano et al., 1991). When 9 is assumed to be finite 
at the wall, a different wall boundary condition, otherjhan van
ishing temperature variance, has to be specified for 92 because 
the leading coefficient in the 9 expansion is unknown. 
The boundary condition adopted by Nagano et al. (1991) 
in their boundary-layer calculations is the vanishing of the normal 
gradient of 82 at the wall for the constant wall heat flux case. 
This boundary condition creates a problem for internal flow cal
culations where the normal gradient of 92 also vanishes at a sym
metry line. Therefore, the temperature variance equation and as
sociated boundary conditions constitute an ill-posed problem. In 
view of this, the assumption of nonvanishing 6 for the constant 
wall heat flux case may not be very appropriate. On the other 
hand, according to Polyakov (1974), under certain conditions, 9 
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can be assumed to be of order y near the wall even when the wall 
heat flux is specified. This assumption has been thoroughly ex
amined by Sommer et al. (1993b) for both constant temperature 
and constant heat flux wall boundary conditions in channel and 
pipe flows. Their calculations were carried out over a range of 
Re, but most were at Re = 40,000. Since the value of 92 at the 
wall depends very much on the thermal conductivities of the fluid 
and the wall, different combinations of fluid and wall material 
have also been studied by Sommer et al. (1993b). In all the cases 
examined, the effects of finite Q2 at the wall on the calculations 
of mean temperature are found to be essentially negligible. The 
differences come in the predictions of 82, and even then signif
icant discrepancies only occur in the viscous region, i.e., in a 
region whose thickness is no greater than y+ = 20, except for 
the case where Pr = 0.025. For this case, the viscous region 
becomes very large and occupies a substantial portion of the 
channel height or pipe diameter. In other words, the zero wall 
fluctuating temperature assumption is quite appropriate for most 
engineering applications where Pr > 0.1. 

The present model is developed by invoking this assumption 
and its asymptotic consistency can be verified by comparing the 
model calculations with DNS data. Based on these expansions, 
the following dimensionless near-wall asymptotes can be de
duced: 

"rmS = a„y+ + buy
+1 + . . . , 

vms = a„y+2 + . . . , 

Wrms = a*y+ + b„y+2 + • • •, 

-uv+ = a,wy+3 + b„vy
+4 + . . . , 

k+ = aty
+2 + bky

+> + ..., 

e+ = 2ak + 4bky
+ + . . . , 

-rt+ = avSy
+3 + bvSy

+4 + . . . , 

0™ = a,y + + bgy
+2 + ..., 

eg = aeg + bc0y
+ + . . . , 

k+le+y+1 = 0.5, 

Jety+2 = (ag)2/ael Pr. 

(11a) 

(lib) 

( H e ) 

( l i d ) 

( l i e ) 

(11 / ) 

d i g ) 

(11/*) 

(HO 

(11 j) 

(Ilk) 

With these expansions, an appropriate damping function can 
be proposed for/^. According to these expansions, the asymptotic 
behavior of the normal heat flux is y3 as a wall is approached. 
This implies that a, should also behave like y3 near a wall. The 
damping functions proposed by Nagano et al. (1991) and Som
mer et al. (1992) satisfy this requirement; however, the damping 
function of Nagano and Kim (1988) does not. If, in addition, the 
model is to work well with flows having different Pr, then a, also 
has to be parametric in Pr. The effects of Pr can be accounted 
for in a manner similar to that proposed by van Driest (1956) in 
his attempt to include viscous effects in the evaluation of the 
incompressible, isothermal Reynolds shear stress near a wall, van 
Driest (1956) proposed a simple oscillator model to explain the 
damping effects of viscosity in the near-wall region and sug
gested a damping function that dies off exponentially away from 
the wall as a modifier to the eddy viscosity. If the flow is noniso-
thermal, fluid conductivity is also important in the near-wall re
gion. It would influence the turbulent heat flux in a manner sim
ilar to the role played by viscosity in the determination of the 
Reynolds shear stress. Therefore, this suggests that the effects of 
viscosity and thermal conductivity could be accounted for by 
making the damping function/x to be parametric in y+ and Pr. 
When these requirements are used to deduce afx, the following 
expression is obtained: 

where CM is a model constant parametric in Pr, the damping 
function fu is defined as / M = [1 - e x p ( - y + M + ) ] 2 , and the 
model constant A + is also parametric in Pr. This expression is 
by no means unique. Other expressions that satisfy the asymp
totic behavior outlined above could also be found. Typically, for 
flows with Pr » 1, the values for CM and A + are 0.1 and 40, 
respectively. Their variations with Pr will be determined in this 
investigation. 

If the proposed model is to approach the high-Reynolds-num
ber limit correctly, the model constants in Eqs. (8) and (9) can
not differ from conventional values adopted by other researchers. 
A generally acceptable set of values for these constants is given 
in the Nomenclature section. In other words, the near-wall cor
recting function £eS has to be determined so that Eqs. (8) and (9) 
would approach their high-Reynolds-number counterparts cor
rectly, i.e., £eg would asymptote rapidly to zero away from a wall. 
When these constraints are used to derive £,eS correct to order y 
near a wall, the following expression is obtained: 

£f9 — fw.eB (C„ 
€g € 

4) = h + Cd5 - eg 
ft2 k 

+ (2 C<n Pr) = Pi 
a2 

(13) 

The presence of P* is a consequence of the constant wall heat 
flux boundary condition, where d&/dx is finite. Therefore, the 
near-wall correcting function is valid for all thermal wall bound
ary conditions. The damping function/^^ = exp[-(Re,/80)2] 
is introduced to ensure that the contribution of £cg would vanish 
rapidly away from the wall. Thus formulated, the model has no 
new constants compared to its high-Reynolds-number counter
part, except for the fact that CM and A + are taken to be parametric 
in Pr. The functional dependence of CM and A + on Pr will be 
determined in this study. With the equations so modified and 
consistent with the assumptions made in the derivation of Eqs. 
(11) and (13), the_wall boundary conditions for 92 and es can 
now be stated as: 62 = 0 and eg = (eg)^ = a(d^jQ2/dy)2. 

Method of Solution 
The second-order/eddy conductivity and £-e/eddy conduc

tivity models outlined in the previous two sections are used to 
calculate fully developed turbulent channel and pipe flows with 
constant wall temperature and constant wall heat flux boundary 
conditions. Under the assumption of fully developed flows in 
channels or pipes, the governing mean flow equations for con
stant-density fluids can be reduced to ordinary differential equa
tions, or 

d 
J dy 

1 d 

yJd: 

' ,1 dU _ \ 1 yV^~w)l 

f 
y'\ a v6 

_ V dy ) 

1 dP 

p dx 

\ - S = 

0, 

o, 

(14) 

(15) 

/x = C M ( l - / u ) / R e , " 4 + / M (12) 

where 5 = 2(2-0 UqJ(pCpUmD) is the source term with constant 
wall heat flux specified, S = —q"l(pCp) is the source term with 
constant wall temperature specified,^ = 0 denotes channel flows, 
j = I denotes pipe flows, and dPIdx is related to the wall shear. 
Similarly, the modeled turbulence equations are also reducible to 
ordinary differential equations. Therefore, the governing equa
tions can be solved by standard numerical techniques and the 
numerical errors are essentially the same for all calculated cases. 
The models are tested against flows with widely different Pr and 
Re. DNS data at low Re with Pr varying from 0.1 to 2 (Kim et 
al., 1987; Kim and Moin, 1989; Kasagi et al., 1992) are used to 
validate the models for their performance in the low Re and Pr 
range. The empirical formulae proposed by Skupinski et al. 
(1965), Notter and Sleicher (1972), Gnielinski (1976), and 
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Kader (1981) and the experimental measurements of Johnk and 
Hanratty (1962) and Hishida et al. (1986) are used to verify the 
models in the high Re and Pr range. These empirical formulae 
have been shown to correlate well with experimental measure
ments over a range of Re up to 106 and Pr varying from 0.01 to 
104; therefore, they are most suitable for validating the present 
models. 

Besides_the wall boundary conditions stated above for 
—UiUj, e, 02, and es, no-slip condition is assumed for the velocity 
field at the wall, symmetry conditions are invoked for all vari
ables at the pipe or channel centerline, and the appropriate ther
mal boundary condition is used to evaluate the temperature at the 
wall. The governing equations are solved by a relaxation scheme. 
With slight modifications, the numerical scheme and grid distri
bution proposed by Lai and So (1990b) and So et al. (1991b) 
are used to solve the modeled equations. The modifications in
volved refining the grid as Pr increases. Since the solutions have 
been shown to be grid independent (Lai and So, 1990b; So et al., 
1991b), there is no need for such calculations to be repeated. 

Results and Discussion 
Calculations are first carried out to compare with the empirical 

temperature log-law deduced by Kader (1981). The empirical 
log-law is formulated based on numerous sets of pipe and chan
nel flow data that encompass a wide range of Pr obtained with 
constant wall heat flux thermal boundary condition. The resultant 
formula is found to correlate well with all data sets examined. 
Therefore, this formula will be most suitable for use to evaluate 
the parametric dependence of Cu and A + on Pr. A series of cal
culations on fully developed pipe flow with heat transfer using 
the second-order/eddy conductivity model are carried out assum
ing constant wall heat flux thermal boundary condition. These 
calculations are made with Re = 40,000 over a wide range of Pr, 
varying from Pr = 0.025 to Pr = 103. The results are optimized 
by adjusting the values of C u and A+ and compared with the 
empirical formula of Kader (1981). Thus, the parametric depen
dence of CM and A + on Pr can be determined and their values 
can be used to calculate other experiments for comparison. Some 
sample plots of the calculated temperature log-law are compared 
with Kader's (1981) empirical formula. In these plots are also 
shown the results obtained by using the k- e/eddy conductivity 
model with the same expressions for Ckl and A + . From this point 
on, the term ' 'present model'' is used to denote the second-order/ 
eddy conductivity model, while "2-eqn + present model" is 
used to denote the k- e/eddy conductivity model. AIL plots are 
made nondimensional with ® + versus log y + . In Fig. 1, the plots 

for Pr < 1 are shown, while the results for 1 < Pr < 100 are 
given in Fig. 2. The calculations for Pr > 100 are compared in 
Fig. 3. It can be seen that, with proper choice of CXi and A +, the 
calculated profiles correlate well with Kader's empirical formula 
in the range of Pr investigated. The agreement is not just limited 
to the log region. It also extends to the viscous region, and most 
important of all, the buffer region. Furthermore, about the same 
agreement is obtained irrespective of whether the second-order/ 
eddy conductivity model or the k- e/eddy conductivity model is 
used to perform the calculations. This shows that basically the 
formulation is sound, the proposal for/x as given in Eq. (12) is 
applicable, and the postulate that Cki and A + are parametric in 
Pr is correct. The variations of CM and A + with Pr are shown in 
Fig. 4 and the following relations for Cxi and A + can be deduced: 
A+ = 10/Pr for Pr < 0.25 and A+ = 39/Pr1/16 for Pr > 0.25; 
CXi = 0.4/Pr"4 for Pr < 0.1 and Cxl = 0.07/Pr for Pr > 0.1. 
These results reveal that, for a wide range of Pr, Cxi and A + vary 
as (Pr) ' and A + is essentially constant for Pr > 0.25, while Cxi 
remains approximately unchanged for Pr < 0.1. 

Having deduced the parametric dependence of Cxi and A + on 
Pr, the next step is to use them in conjunction with the second-
order/eddy conductivity model to calculate the variations of Nu 
with Pr. Various empirical expressions for Nu covering the range 
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of Pr from 0.025 to 104 and Re from 103 to 107 can be found in 
the literature. Among the more acceptable ones are those pro
posed by Skupinski et al. (1965), Notter and Sleicher (1972), 
and Gnielinski (1976). A comparison of the present calculations 
with these empirical formulae at two different Reynolds numbers 
is shown in Fig. 5. The two Reynolds numbers chosen are about 
one order of magnitude apart, therefore, the ability of the present 
formulation to predict low- as well as high-Reynolds-number 
flows is tested in this comparison. Good agreement with these 
formulae over the range of Pr and Re examined is obtained. 

A third validation is carried out with the channel flow DNS 
velocity field data of Kim et al. (1987) and the mean temperature 
and temperature variance data of Kim and Moin (1989). The 
channel flow simulation is obtained assuming the wall tempera
ture to be constant and uses the velocity field results of Kim et 
al. (1987). Three different Prandtl numbers have been investi
gated; these are Pr = 0.1, 0.71 and 2. Since these are incom
pressible flow calculations, only one set of velocity field results 
is required. The simulation is carried out at Re = 5600; therefore, 
Cw = 0.0153 is adopted. Both the second-order/eddy conductiv
ity and k-e/eddy conductivity models are used to perform the 
calculations and their results are compared with the DNS data. 

Comparisons are made with both the velocity and temperature 
field data. The velocity properties compared are U+, k+, —uv+, 
"rms. vms, and Wn,,,,. The second-order model results are shown in 
Figs. 6, 7, and 8, while the k- e model results are plotted in Figs. 
6 and 7 only. It can be seen that the k—e predictions of U+ and 
k+ are, in general, inferior to those given by the second-order 
model (Figs. 6 and 7) . In particular, the prediction of the log law 
at low Reynolds number is very much in error (Fig. 6) . The 
predictions of the normal stresses (Fig. 8) are in fair agreement 
with data; however, the discrepancies are probably due to the 
performance of the high-Reynolds-number models used to close 
the Reynold-stress equation. The temperature properties com
pared are ®+ and 9ms and they are plotted in Figs. 9 and 10. In 
general, the calculated mean temperature profiles using the sec
ond-order/eddy conductivity and the k-el eddy conductivity 
model correlate well with data. However, the same cannot be 
said of the Pr =2 model results. The reason can be attributed to 
the rather poor prediction of the mean velocity field. Overall, the 
comparison shown in Fig. 10 for 0^ is fairly good. There is one 
exception though, and that is the underprediction of the maxi
mum dms for the Pr = 2 case (Fig. 10). The underprediction is 
significant and the reason for this is not clear. However, in all 
three cases compared, the near-wall behavior is predicted cor
rectly, including the buffer region. On the other hand, the pre
dictions of the k- e/ eddy conductivity model are comparable to 
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those of the second-order/eddy conductivity model for © + and 
are decidedly worst for 9^; it underpredicts the maximum 9ms 

by an even wider margin and overpredicts the value of 9„„s near 
the center of the channel. Finally, the normalized dissipation rate 
of k is compared with DNS data (Fig. 11). The behavior of e 
near a wall is reproduced correctly, i.e., the maximum of e + is 
calculated at the wall and a local maximum away from the wall 
is also predicted. 

A fourth comparison is carried out with the constant wall heat 
flux data of Kasagi et al. (1992). These data are obtained from 
direct numerical simulation of a fully developed channel flow at 
Re = 4560 and Pr = 0.71. In making this calculation, Cw = 
0.00414 + 0.003(log Re) is used to determined the value of Cw. 
Furthermore, the values of Cw and A + are determined from Fig. 
4. Results from both the second-order/eddy conductivity and 
k- e/eddy conductivity models are presented in Figs. 12 and 13. 
Only the comparisons of ®+ , S „ , and — v9+ are shown in these 
figures. Near-wall asymptotic behavior of all properties shown is 
estimated correctly and the good correlation extends to the pipe 
center for 9rms and -v9+ (Fig. 13). In general, the overall agree
ment between the predictions of the second-order/eddy conduc
tivity model and data is good. Just as before, the k- e/eddy con
ductivity model results are in poorer agreement with data. For 
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Fig. 9 Comparisons of © + with DNS data 
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example, the model underpredicts the maximum 9ms and over-
predicts its value at the channel center (Fig. 13). As for the 
velocity field, according to Kasagi et al. (1992), it is very similar 
to that given by Kim et al. (1987). Therefore, it is not necessary 
to compare the velocity field results again. Finally, the compar
ison of the dissipation rate ee is shown in Fig. 11. In this com
parison, both the DNS data (Kasagi et al., 1992) and the exper
imental measurements (Krishnamoorthy and Antonia, 1987) are 
shown. The agreement in the near-wall region is poor; however, 
this does not seem to have too much of an effect on the predic
tions of other properties. 

The ability of the second-order/eddy conductivity model to 
predict pipe flow heat transfer with constant wall heat flux ther
mal boundary condition at different Reynolds numbers is tested 
against the measurements of Johnk and Hanratty (1962) and 
Hishida et al. (1986). Comparisons are made with the mean tem
perature measurements of Johnk and Hanratty (1962) at four 
different Reynolds numbers that range from 17,700 to 77,200 
(Fig. 14) and with the near-wall heat flux measurements of Hi
shida et al. (1986) at Re = 40,000 (Fig. 15). In these calcula
tions, Pr = 0.71 is specified because the working fluid is air. In 
addition to presenting the calculations and the measurements, the 
empirical distributions given by Kader (1981) are also shown in 
Fig. 14 for comparison. It can be seen that the predictions are in 
very good agreement with the empirical relation proposed by 
Kader (1981). At high Reynolds numbers, the calculations are 

Kim et al. (1987) Re=5600 

Krishnamoorthy & Antonia (1987) 

Kasagi etal. (1992) Re=4560 

Present Calculations 

Fig. 11 Comparisons of e l and e« with DNS data 

NOVEMBER 1994, Vol. 116/851 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



20 

15 — 

e 10 

Constant wall heat flux 
Re-4560 

» Kasagi et al. (1992) 
— Present Model 
—2-eqn. + Present Model 

Constant wall heat flux 
Pr-0.71 

-T-TTTT] 

1000 

Fig. 12 Comparisons of (») with DNS data 

also in good agreement with measurements. As the Reynolds 
number decreases, discrepancies begin to appear in the buffer 
region. Kader (1981) attributes these discrepancies to measure
ment errors in the near-wall region, which after all need to be 
corrected for wall proximity effects. In general, the calculated 
near-wall heat flux also compares well with measurements 
(Fig. 15). 

A comparison of the leading coefficients in the expansions, 
Eqs. (11), with DNS data could validate the asymptotic consis
tency of the second-order/eddy conductivity model andjvould 
further lend credence to the suitability of the assumption 62 = 0 
at the wall for both constant heat flux and constant temperature 
wall boundary conditions. It should be pointed out that the as
ymptotes are determined from the plots given in the various DNS 
papers. Therefore, errors as much as 10 percent could occur. The 
near-wall asymptotes can be determined from the papers of Kim 
et al. (1987) and Kim and Moin (1989). However, only ag and 
a£S can be evaluated with some degree of accuracy from the paper 
of Kasagi et al. (1992). Consequently, these are the only values 
reported in Table 1. From the DNS data of Kim et al. (1987), 
the following values are obtained: au = 0.36, av = 0.9 X 10~2, 
aw = 0.19, am = 0.72 X 10"3, ak = 0.083, and k+/e+y+2 = 0.5. 
The model calculations are 0.41,0.24 X 10~2,0.21,1.55 X 10 3, 
0.109, and 0.5, respectively. These values are in good agreement 
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Fig. 14 Comparisons of 0 + with pipe f low measurements at high Reyn
olds numbers 

with DNS data and k+/e+y+2 = 0.5 is reproduced exactly. This 
comparison lends credence to the second-order model for the 
velocity field. The calculated coefficients for the temperature 
field are compared with DNS data in Table 1. Good correlation 
with data is obtained and the behavior (as)

2/aee = Pr is recovered 
correctly. In general, the best agreement with data is given by as 

and the worst by a„s. The discrepancy could be partially attrib
uted to the not so correct prediction of the near-wall behavior of 
the normal stress in the y direction (Fig. 8). 

Overall, it can be seen that the eddy conductivity model for 
the temperature field is asymptotically consistent and the as
sumption Q1 = 0 at the wall appears to be applicable for both 
constant heat flux and constant temperature wall boundary con
ditions for the test cases examined. 

Conclusions 
A turbulent heat transfer model for flows with widely different 

Prandtl numbers has been formulated. The model is based on a 
near-wall second-order model for the velocity field and a near-
wall two-equation model for the temperature field. These models 
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Table 1 Comparison of the calculated near-wall coefficients for the tem
perature field with data 

DNS data (Kasagi et al. 1992) 

Model calculations 

DNS data (Kim and Moin 1989) 

Model calculations 

DNS data (Kim and Moin 1989) 

Model calculations 

DNS data (Kim and Moin 1989) 

Model Calculations 

Prof 
fluid 

0.71 

-
0.1 

... 

0.71 

-

2.0 

av9x 103 

0.784 

0.674 

0.292 

0.479 

0.861 

1.358 
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are formulated to satisfy the exact wall boundary conditions as 
well as the near-wall asymptotics of the turbulence statistics of 
both the velocity and temperature fields. As a result, the modeled 
equations are asymptotically consistent with the exact equations 
near a wall, at least to the first order of the wall normal coordi
nate. Gradient transport is assumed for the normal heat flux and 
the eddy conductivity is evaluated from the calculated tempera
ture variance and its dissipation rate. Both velocity and thermal 
time scales are used to determine the eddy conductivity. All con
stants derived from the high-Reynolds-number models are 
adopted without change for the present calculations. Two addi
tional constants, Cxl and A +, are introduced in the eddy conduc
tivity model and they are postulated to be parametric in Pr. The 
damping function containing these two constants has to satisfy 
certain near-wall constraints and the conditions are used to de
termine the variations of CM and A + with Pr. 

This analysis yields two simple parametric relations for CM 

and A + . For Pr > 0.1, CM varies as Pr"' . However, for Pr < 
0.1, CM is essentially constant. On the other hand, A+ varies as 
Pr~' for Pr < 0.25 and remains relatively constant for values of 
Pr greater than 0.25. Thus determined, these expressions are used 
to calculate the variations of Nu with Pr and the results are com
pared with established formulae covering a wide range of Pr and 
Re. Good agreement is obtained for the range of Pr and Re ex
amined. The second-order/eddy conductivity model is further 
applied to calculate fully developed pipe flow heat transfer with 
constant wall heat flux and constant wall temperature boundary 
conditions. The calculations over a range of Pr are compared with 
DNS data and good correlation with data is obtained. In partic
ular, the near-wall asymptotics are predicted correctly and the 
limiting behavior at the wall for the dissipation rates of the tur
bulent kinetic energy and the temperature variance is recovered. 
The good agreement extends to the pipe center for mean flow 
properties, but they are not as good for some turbulence statistics 
far away from the wall. In spite of the slight discrepancy noted 
in the outer region, the calculated mean flow and turbulence prop
erties are in good agreement with DNS data in the buffer region. 
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ERRATA 
To the paper "Solidification of Liquid Metal Droplets Impacting Sequentially on a Solid Substrate." by B. 

Kang, Z. Zhao, and D. Poulikakos, published in the ASME JOURNAL OF HEAT TRANSFER, Vol. 116, May 1994, 
pp. 436-445. 

The following corrections need to be made in the appendix of the above paper. The right-hand side of Eq. 
(Al) should be multiplied by the factor {61 d). The thermophysical properties in this equation are obviously 
those of the droplet material. The second term in the left-hand side of Eq. (A4) should be multiplied by the factor 
(6/d)(k/kitop). The symbol a in this equation denotes the thermal diffusivity of the droplet material. The ex
pression inside the curly bracket of Eq. (A6) should read as follows: 

-(2 + 0.4Re1/2Pr1/3) 
6 k aimpt 

dk 'drop 

These corrections have absolutely no effect on any of the results or formulations in the paper since the appendix 
was only used to obtain an estimate of the droplet temperature at impact, which was not utilized in any of the 
calculations. 
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Heat Transfer Modeling and the 
Assumption of Zero Wall 
Temperature Fluctuations 
At present, it is not clear how the fluctuating temperature at the wall can be properly 
specified for near-wall turbulent heat-flux models. The conventional approach is to 
assume zero fluctuating temperature or zero gradient for the temperature variance at 
the wall. These are idealized specifications and the latter condition could lead to an 
ill-posed problem for fully developed pipe and channel flows. In this paper, the validity 
and extent of the zero fluctuating wall temperature condition for heat transfer calcu
lations are examined. The approach taken is to assume Taylor series expansions in the 
wall normal coordinate for the fluctuating quantities that are general enough to account 
for both zero and nonzero temperature fluctuations at the wall and to develop a near-
wall turbulence model allowing finite values of the wall temperature variance. As for 
the wall temperature variance boundary condition, it is estimated by solving the coupled 
heat transfer problem between the fluid and the solid wall. The eddy thermal conduc
tivity is calculated from the temperature variance and its dissipation rate. Heat transfer 
calculations assuming both zero and nonzero fluctuating wall temperature reveal that 
the zero fluctuating wall temperature assumption is quite valid for the mean field and 
the associated integral heat transfer properties. The effects of nonzero fluctuating wall 
temperature on the fluctuating field are limited only to a small region near the wall for 
most fluid/solid combinations considered. 

Introduction 
When solving the Reynolds-averaged momentum and energy 

equations for turbulent flows, the use of an asymptotically con
sistent near-wall model has been shown to be crucial for the 
success of the calculations (So et al., 1991; Zhang et al., 1993). 
Proper wall boundary conditions for the turbulence statistics are 
required for a near-wall model. This is straightforward for the 
velocity field. From the no-slip condition, it follows that the in
stantaneous velocities have to be the same as the wall velocity. 
Therefore, the fluctuating velocities and the Reynolds stresses 
vanish at the wall. Consequently, the near-wall behavior of the 
Reynolds stresses can be analyzed using Taylor series expansions 
in the wall normal coordinate and the leading coefficients of these 
expansions are identically zero. 

The appropriate boundary conditions for the temperature field, 
on the other hand, cannot be easily specified. Due to unsteady 
heat conduction in the wall, the temperature fluctuations at the 
wall are not necessarily zero. The boundary conditions for the 
fluctuating temperature are also not known in the case of heat 
transfer experiments. Quite often, isothermal and isoflux wall 
boundary conditions are specified. In the most ideal situation, 
isothermal wall boundary condition implies that the fluctuating 
wall temperature is zero, i.e., 9W = 0. On the other hand, isoflux 
wall boundary condition gives rise to a zero first derivative of 
the temperature variance at the wall. In practical applications, 
however, these ideal conditions are not likely to occur. Rather, 
it is normally assumed that the mean temperature or the mean 
heat flux is constant, but not their instantaneous counterparts. 
These specifications leave the wall fluctuations undetermined. In 
spite of these realities, most current calculations assume 6W = 0. 

Direct numerical simulations (DNS) of heat transfer in a two-
dimensional channel have been attempted by Kim and Moin 
(1989). They tackled the case of an ideal isothermal wall with 
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an internal heat source, i.e., ©„, = 0 and 6W = 0. Kasagi et al. 
(1992), on the other hand, assumed a constant wall heat flux 
boundary condition. This could be achieved by holding the wall 
temperature constant in time, but varying it with a constant gra
dient along the channel walls. Such a treatment is essentially 
equivalent to assuming 6W = 0. Therefore, it is obvious that, even 
for DNS calculations, approximations concerning temperature 
fluctuations at the wall cannot be avoided as long as the calcu
lations are performed for the fluid side only. 

The simplest turbulent heat transfer model is obtained by as
suming gradient transport and a constant turbulent Prandtl num
ber across the flow. Turbulent normal heat flux can then be re
lated to the Reynolds shear stress. Since no boundary condition 
needs to be specified for the temperature variance or the turbulent 
heat flux, the problem with the fluctuating thermal boundary con
ditions is avoided. However, closer examination reveals that 
since the heat flux is related to the Reynolds shear stress, and 
since the shear stress is zero at the wall, this model tacitly as
sumes 0W = 0. 

The two-equation heat-flux models of Nagano and Kim 
(1988), Sommer et al. (1992), and So and Sommer (1994), as 
well as the second-order heat-flux model of Lai and So (1990), 
specify 8W = 0 as boundary condition for the calculations of heat 
fluxes, temperature variance, and its dissipation rate. Even then, 
the models give good predictions of the mean temperature pro
files when compared with DNS data. Furthermore, the latter three 
models also yield good agreement in their predictions of the as
ymptotic behavior of the turbulence statistics near the wall ( Som
mer et al., 1992; So and Sommer, 1994). This can be attributed 
to the use of the same thermal boundary conditions as the DNS 
calculations. Comparisons with heat transfer measurements are 
also quite good, although the boundary conditions assumed for 
the temperature fluctuations may not be identical to those spec
ified for the experiments (So and Sommer, 1994). 

Nagano et al. (1991) modified Nagano and Kim's (1988) 
model to allow for nonzero temperature fluctuations at the wall. 
Nagano et al. (1991) then performed calculations of a flat plate 
boundary layer with an ideal isoflux wall boundary condition, 
i.e., q„ = constant and q'w = 0, and obtained good agreement 
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with measurements. This is an idealized thermal boundary con
dition and would lead to an ill-posed problem for the temperature 
variance equation in the case of a fully developed channel flow. 
In view of this, the ideal isoflux wall boundary condition is not 
a viable alternative to the zero fluctuating wall temperature spec
ified by such researchers as Nagano and Kim (1988) , Sommer 
et al. (1992) , So and Sommer (1994) , and Lai and So (1990) . 
Therefore, the question of a correct thermal boundary condition 
for near-wall heat transfer modeling still remains. 

Some work has been carried out to estimate temperature fluc
tuations at the wall. For example, Polyakov (1974) presented an 
analytic solution for the coupled problem of temperature fluctu
ations in the viscous sublayer of a turbulent flow adjacent to a 
semi-infinite solid. His results lead to a spectrum for the temper
ature fluctuations at the wall. The spectrum can be integrated to 
give the temperature variance at the wall. Thus calculated, the 
temperature variance depends on the heat transfer interaction be
tween the fluid and the solid. Two parameters characterizing this 
interaction are K, the thermal activity ratio, and Pr, the Prandtl 
number of the fluid. For small values of K, heat conduction in 
the wall is much more efficient than that in the fluid and fluctu
ations are transported away from the wall quickly. Therefore, the 
temperature variance at the wall is small for low values of K. In 
general, 9ms increases with increasing K. Kasagi et al. (1989) 
investigated this conjugate heat transfer problem numerically. 
They used a structural turbulence model to determine the velocity 
field for the region close to the wall and solved the time-depen
dent heat conduction problem in the solid as well as in the fluid 
region very near the wall. For a very thick wall, the results are 
in good agreement with Polyakov's (1974) analysis for a semi-
infinite wall. When K becomes large, their results show that 9Ims 

asymptotes to a constant value for a given Pr. The limiting value 
is identical to that obtained for an ideal isoflux wall. Their cal
culations give important information about the conjugate heat 

transfer problem. However, this procedure is not very convenient 
and cannot be directly applied to engineering heat transfer cal
culations. Likewise, Polyakov's (1974) analytical results are 
very useful in estimating the temperature fluctuations at the wall; 
however, due to the assumed geometry, they cannot be easily 
extended to calculate general heat transfer problems. These re
sults are nevertheless very important because, for the first time, 
they allow reasonable estimates of the temperature fluctuations 
that can be expected for various fluid/solid combinations. 

From this discussion, it is clear that most methods used to 
solve the conjugate heat transfer problem are not very practical. 
The more practical near-wall modeling approaches (Nagano and 
Kim, 1988; Sommer et al., 1992; So and Sommer, 1993; Lai and 
So, 1990) yield solutions on the fluid side only and essentially 
decouple the heat transfer problem on the fluid side from that on 
the solid side. Consequently, there is a need to invoke an as
sumption for the wall temperature fluctuations. Clearly, the as
sumption of vanishing temperature fluctuations at the wall is the 
most convenient one. It is for this reason that the assumption has 
been adopted by most researchers to date. The validity and extent 
of this assumption can be assessed by comparing the calculated 
results with other estimates that are not based on this assumption. 
Furthermore, the calculations can be compared to experimental 
measurements, even though most data available do not report on 
the temperature fluctuations at the wall. 

The present objective is to attempt a validation of the zero 
fluctuating wall temperature assumption for heat transfer mod
eling and the approach taken is to use the results of Polyakov 
(1974) and Kasagi et al. (1989) to estimate those wall temper
ature fluctuations that could be realistically expected. These es
timates, therefore, provide the boundary conditions for a near-
wall turbulence model that is formulated to handle zero as well 
as nonzero wall temperature fluctuations. Since the model of So 
and Sommer (1994) has been shown to be valid for a wide range 

Nomenclature 

A + = model constant taken to be 
parametric in Pr 

ak = coefficients in the expansion 
for k+ in the near-wall region 

a„, b„ — coefficients in the expansion 
for ums in the near-wall re
gion 

a„ = coefficients in the expansion 
for Unns in the near-wall region 

fl,v> by, = coefficients in the expansion 
for wms in the near-wall re
gion 

im, b,w = coefficients in the expansion 
for —MI) in the near-wall re
gion 

as, bg = coefficients in the expansion 

gion 
coefficients in the expansion 
for ~vd in the near-wall re
gion 
coefficients in the expansion 
for Eg in the near-wall region 
model constant = 1.50 
model constant = 0.40 
model constant = 0.11 
model constant = 0.10 
model constant = 1.50 
model constant = 1.83 
specific heat at constant pres
sure 

, Ke = 

C, = 
C2 = 
C = 
C£ = 

ccl = 
cc2 = 
c„ = 

Cxi = 

Cd\ — 

C,n — 
W 3 = 

Cdn = 

Cd5 = 

C„ = 

CV = 
^ = 
Cfl = 

c„ = 
D = 

D„ = 

full 

/iv2 

Us 

fveS.l 

A 

Ai 

model constant taken to be 
parametric in Pr 
model constant = 1 . 8 
model constant = 0 
model constant = 0.72 
model constant = 2.2 
model constant = 0.8 
model coefficient that is a func
tion of Re 
model constant = 0.095 
model constant = 0.096 
model constant = 0.11 
model constant = 0.11 
pipe diameter or channel height 
production tensor = 
— [UiUk(dUkldXj) + UjUk{dUkl 
dx,)] 
turbulent diffusion tensor 
near-wall damping function for 
Reynolds-stress equation = 
exp[-(Re,/150)2] 
near-wall damping function for 
e equation = exp[ — (Re,/40)2] 
near-wall damping function for 
ee equation = exp[ —(Re,/80)2] 
near-wall damping function for 
es equation = exp(-Re r /10) 
near-wall damping function for 
turbulent heat diffusivity 
near-wall damping function 
= [1 - exp( -y + /A + ) ] 2 

/ j , = damping function = [1 + 
3 .45/VRe^] tanh[y + /115] 

K = thermal activity ratio = 
V( pCPK )fluid/(pCpK )aolid 

k = turbulent kinetic energy 
k+ = normalized turbulent kinetic en

ergy = klu2
T 

L = model constant = 2 
M = model constant = 2 
N = model constant = 1 . 5 
rii = unit normal vector measured pos

itive outward from wall 
Nu = Nusselt number 

P = mean pressure 
P = production of k due to mean 

shear = —U;Uj{dUildXj) 
P,j = production of the Reynolds 

stresses = — [UiUk(dUj/dxk) + 
UjUk(dUi I dxk) 

Ps = production due to mean tempera
ture = -uk9[d&/dxk] 

P* = production term due to mean 
temperature gradient in the x di
rection 

Pr = Prandtl number 
Pr, = turbulent Prandtl number 
q„ = mean wall heat flux 
q'w = fluctuating wall heat flux 
Re = Reynolds number based on mean 

bulk velocity = U,„Dlv 
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of Pr, it serves as a convenient starting point for the present anal
ysis. The model needs to be modified in order to account for the 
change in the wall thermal boundary conditions. This is accom
plished through asymptotic analysis in a manner similar to that 
outlined by Sommer et al. (1992). The modified model is used 
to calculate fully developed turbulent channel flows. Estimated 
values of the temperature variance from the analysis of Polyakov 
(1974) and Kasagi et al. (1989) are used to calculate the near-
wall asymptotes for a wide range of Pr and for different combi
nations of fluid and solid. Since the results of Polyakov (1974) 
and Kasagi et al. (1989) are only valid for incompressible flows, 
the present analysis is also limited by this assumption. 

The results obtained with the earlier models (Nagano and Kim, 
1989; Sommer et al., 1992; So and Sommer, 1994; Lai and So, 
1990) agree well with measurements (Hishida et al., 1986; Johnk 
and Hanratty, 1962) that are likely to have nonzero temperature 
fluctuations at the wall. Therefore, it is expected that, outside the 
viscous sublayer, the calculated temperature variance and its dis
sipation rate obtained with the new formulation should not differ 
significantly from previous calculations. If this is true, it would 
lend credence to the use of the assumption of vanishing temper
ature fluctuations at the wall, thus greatly simplifying heat trans
fer modeling and calculations. 

Near-Wall Model for Reynolds Stresses 
In turbulent incompressible flow modeling, the uncoupled-

flow approximation (Cebeci and Bradshaw, 1984) can be ap
plied. As a result, velocity field models affect the temperature 
field calculations but not vice versa. This means that a velocity 
field model can be chosen independent of the near-wall model 
for turbulent heat transfer. It is commonly assumed (Cebeci and 

Bradshaw, 1984; So and Sommer, 1994) that turbulence models 
for the velocity field should be of equal or higher order than those 
invoked for the temperature field. The present approach proposes 
the use of a two-equation model for turbulent heat transfer. 
Therefore, a second-order near-wall turbulence model would be 
most appropriate for the Reynolds stresses. Since the focus of 
this investigation is on the temperature field, the relative merits 
of the different near-wall models for the velocity field are not 
discussed in detail here. Rather, a recent near-wall model pro
posed by Zhang et al. (1993) that has been validated against 
different flows is adopted in the present study. The model deri
vation and validation have previously been described in detail by 
Zhang et al. (1993). Therefore, they will not be repeated here. 
Instead, for the sake of completeness, the model equations are 
quoted below as: 

DiijUj 

Dt dxk 

dujUj 

dxk 
+ Dl 

.dUj 

dxk dxk 
+ n„ e», (1) 

Pi-JL( ®i\ JL(r- — 
Dt dxj \ dxj) dxj \ e e ' ' dx. 

+ Cel-kP~Cl2j + t (2) 

where DIDt is the material derivative. Only D\, II,j, e,y, and £ 
need modeling. Near-wall models proposed by Zhang et al. 
(1993) for Dfj, fly, eijt and f can be quoted as: 

Nomenclature (cont.) 

Re, = turbulent Reynolds number = 
k2lve 

S = source term in Eq. (15) 
Sjj = strain rate tensor = (1 / 

2)[dU,ldXj + dUj/dx,] 
t = time 

U„, = mean bulk velocity 
U = mean velocity along x direc

tion 
Ui = ith component of the mean 

velocity 
U+ = normalized mean U velocity 

= UluT 

ut = ith component of the fluctuat
ing velocity 

u,v,w = fluctuating velocity compo
nents along x, y, and z, re
spectively 

«rms = root mean square of u2 nor
malized by uT 

firm = root mean square of v2 nor
malized by uT 

Wmis = root mean square of w2 nor
malized by uT 

_uT = friction velocity = (rjp)"2 

—wu+ = normalized turbulent shear 
stress = —itv/u2-

—v8 = normalized turbulent heat flux 
= —v8/uT®T 

X-, = ith component of the Carte
sian coordinates, x,y, z-

x,y, z = coordinates along stream, nor
mal, and transverse directions 

r = 
a = 

a, = 

a, = 
a* = 
0i = 

71 = 

(e»)«. 

eg = 

normalized y coordinate = ee = 
yujv 
thermal diffusivity = KI'pCp 

model constant = [8 + C2]/ e+ = 
11 
turbulent heat diffusivity £g = 
model constant = 0.45 
model constant = [ 8 C 2 — 2 ] / 
11 etJ = 
model constant = 6 = 
[30C2 - 2]/55 9„ = 
dissipation rate of k 9ms = 
dissipation rate of k evaluated 
at the wall = 2v\dlkldyf 
dissipation rate of temperature 
variance 
dissipation rate of temperature 
variance evaluated at the wall 
= a[d^ldy]2 

modified dissipation rate = e 
- 2v{dlkldyf 
modified dissipation rate of 
temperature variance = ee — 
a[djp/dy]2' k" 
modified dissipation rate = e TT 
- Ivkly2 u 

modified dissipation rate of p 
temperature variance = es — T 

a(f2 - ¥w)ly2 

© = 
@, .= 

©+ = 

K = 

V = 

I = 

modified dissipation rate of tem
perature variance = e„ -
(a/2)(d262/dy2) 
normalized dissipation rate = 
ev/ui 
normalized dissipation rate of the 
temperature variance = 
egv/u2.®2. 
dissipation rate tensor 
fluctuating temperature 
wall fluctuating temperature 
root mean square of the tempera
ture variance normalized by ©T 

temperature variance 
mean temperature 
friction temperature = 
q„lpCpuT 

normalized mean temperature = 
©/@T 

thermal conductivity 
fluid kinematic viscosity 
near-wall correction to e equa
tion 
near-wall correction to ee equa
tion 
velocity pressure gradient corre
lation tensor 
fluid density 
wall shear stress 
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Dl 
d_ 

dxk 

k ( du;Uk dukUi diiiU: 
Cs - U,U, — + UjU, — + UkU, — 

e \ ox, ox, ox. 

(3) 

Ylij = -C, - (uiUj - \kd,j) - oiiiPjj - \P5ij) 

- P^Dy - iP6u) - 2 T l - C „ )kSlj 

+ /„ 

ex2 

C, - (u/Uj - 3k6y) - - (UiUknknj 

+ UjUknkn,) + a*(Pi} - \P6ij) (4) 

ev = \eSv+f„i 

iijUj + UjUknknj + UjUknknj + ninjUku{nkni 

1 + /huku,nkn,l1k 

- 2 

i=u - ' ! + » i - 1 . 5 C - P 

(5) 

(6) 

The unknown second-order tensors in Eq. (4) are given by: 

Sv = (l/2)(dU,/dxj + dUj/dXi), (la) 

P,j = — [u,ukdUjldxk + UjUkdUi/dxk], (lb) 

D,j = — [u,ukdUkldxj + UjUkdUk/dXi]. (7c) 

The damping functions fwi and/„,2 are introduced to insure that 
the near-wall corrections would approach zero away from a wall. 
The modified e, e = e — 2v(d4kl by)2 and ? = e — 2vkly2, are 
introduced to ensure proper behavior of e near a wall. Finally, 
C„ = -0.00805 + 0.00519 (log Re). Thus modeled, Eqs. (1) 
and (2) are valid as a wall is approached and can be used to 
calculate wall bounded flows where the boundary conditions on 
—UiUj and e are given by: — utus = 0 and ew = 2v(dikldy)2. 

Near-Wall Model for Eddy Thermal Conductivity 
In order to investigate heat transfer modeling with nonzero 

temperature fluctuations at the wall, an asymptotically correct 
near-wall model that can handle finite wall temperature fluctua
tions has to be formulated. This means that the expansion as
sumed for 6 near a wall should be general enough to handle both 
types of boundary conditions. The model of So and Sommer 
(1994) assumes an expansion for 8 that vanishes at the wall; 
therefore, the model becomes singular when finite temperature 
fluctuations at the wall are specified. Nagano et al. (1991) pro
posed a near-wall model that is regular, even for nonzero wall 
temperature fluctuations. However, the results shown in their pa
per are only for air and do not span a wide range of Prandtl 
numbers. Their model, therefore, will also need modifications if 
adopted for the present investigation. In view of this, the model 
of So and Sommer (1994) is modified to incorporate the proper 
asymptotic behavior at the wall for both zero and nonzero wall 
temperature fluctuations. This can be achieved by examining the 
modeled Q2 and es equations (So and Sommer, 1994), which are 
given as: 

DO1 

Dt 
_d_ 

dxk dxk 

„ kde2 

+ T " CsMkUj - — 
oxk \ e oxj 

£ukv — zee, 
oxk 

Dee 

Dt dxk 

dee 
dxk dxk 

kdet\ es 

+ W2 Pg + Cd3 P • 
k k 

CM == e, - Cd5 T e« + (a, (9) 

where £<,<» is a near-wall correcting function for the es equation. 
The function, fe#, is derived by So and Sommer (.1994) using 

the expansions: 

u = auy + buy
2 + . . . , 

i; = bvy
2 + ..., 

w = awy + bwy2 + .. . 

9 = agy" + bey
p+l + . . 

and the coincidence condition: 

(10a) 

(106) 

(10c) 

(10d) 

dee 

dt 

d2e2 

2 dxmdxm \dxkdxi 

d2 (~gd®\ a
 d^» 

dxmdx„, \ ' dx, ) dxkdxk 
(11) 

where p — 1 has been assumed. The coincidence condition (11) 
is derived by following the procedure outlined by Shima (1988) 
for the treatment of the dissipation-rate equation. Thus derived, 
the correcting function is given by: 

&»=/», 
_ * 2 

(C*» - 4) = ee + Cd5 - e, - : = -
e2 k e1 

e« + ( 2 - C < n - C l B P r ) = P,* (12) 

The presence of P* is a consequence of the constant mean heat 
flux thermal boundary condition, where d&/dx is finite. There
fore, the near-wall correcting function is valid for all thermal 
boundary conditions where 0W = 0. A damping function fWttB is 
introduced to ensure that the contribution of ££fl would vanish 
away from the wall. In deriving Eq. (12), thin shear layer ap
proximations have been invoked with only one exception. That 
is, d®ldx is allowed to exist so that the constant mean heat flux 
thermal boundary condition can be accounted for properly. 

The term e * in this correcting function becomes singular when 
p = 0 is specified in Eq. (lOd). In other words, the near-wall 
correcting function fails for flows with nonzero temperature fluc
tuations specified at the wall. Therefore, a correction to Eq. (12) 
has to be formulated in order to render the near-wall heat transfer 
model valid for both zero and nonzero fluctuating wall temper
ature boundary conditions. This can be achieved by analyzing 
the near-wall behavior of Eqs.( 8 ) , ( 9), and (11) using the Tay
lor series expansions given in Eq. (10) with p = 0 specified in 
Eq. ( Wd). Substitution of Eq. (10) into Eq. (8) shows that there 
is no need to modify the temperature variance equation. How
ever, substitution of Eq. (10) into Eq. (9) results in several terms 
that need modifications. A near-wall correcting function can 
again be deduced through the use of Eq. (11) and the require
ments that, near a wall, the terms in the equation are correctly 
balanced to the first order of the wall normal coordinate. Two 
points should be noted in this derivation. The first is the expres
sion for et, which is given by e* = ee — a02/y2 consistent with 
the assumption ofp = 1. This expression becomes singular when 
p = 0 is specified in Eq. (lOd). In order to make it regular again, 
a more general expression would be to redefine e* by including 
the wall temperature variance, 61, in the definition. A simple yet 
straightforward extension is to define e* as: 

(8) ef = ee- a(62 - 62
w)/y2. (13) 
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The second consideration is to deduce a correcting function so 
that it would reduce to Eq. (12) exactly when/? = 1 is specified. 
This suggests a new correcting function, £%, defined as: 

£rt = £e6 + ^i (14) 

where Eq. (13) is used to replace e* in Eq. (12). The same 
asymptotic analysis is carried out and, after much algebra, the 
expression for CEO is derived to be: 

£» = ( l - p ) / ~ - L 
aee 

M 
adu,9d® 

N-
adu,9d® 

y dy dx y dy dy 

C,i] CII2Pr) = Pt (15) 

where fweSA is a damping function and L, M, and A' are model 
constants. As before, Eq. (15) is deduced by invoking the thin 
shear layer approximations, which are valid in the near-wall re
gion. Consequently, Eq. (15) is written with all other gradients 
neglected compared to the normal gradient. The only exception 
is the mean temperature gradient along the flow direction. It 
should be noted that when Eq. (10) is substituted into the L and 
M terms in Eq. (15 ), the leading term in each is singular. How
ever, their sum is zero. This can be shown to be the case by first 
taking the derivative of Eq. (8) with respect to the normal co
ordinate, y. The stationarity assumption and the thin shear layer 
approximations are invoked to simplify the equation. Substituting 
Eq. (10) into this resultant expression and then evaluating the 
result as y goes to zero gives: 

deg 

dy 

a d 
2~dy~ dxkdxk 

dUjO d® 

dy dx 
(16) 

which on further expansion can be shown to yield two terms 
whose sum is zero and is identical to the sum of the leading terms 
in L and M in Eq. (15). 

In the process of deriving Eq. (15), an estimate of the order 
of magnitude of L, M and N could be made. Based on this esti
mate, the values of L, M, and N are found to be of order 1. Later 
calculations show that they should take on values given by: L = 
M = 2 and N = 1.5. It can be seen that Eq. (15) vanishes iden
tically when/? = 1 and 91 = 0. Under these conditions, Eq. (14) 
reduces exactly to Eq. (12). 

Once 92 and eg are known, the eddy conductivity a,, can be 
expressed in terms of a turbulent length scale and a turbulent 
velocity scale. Both turbulent thermal and velocity field time 
scales are used to define an appropriate length scale for a,, while 
the turbulent velocity scalejs taken to be \k. The two different 
time scales are given by 92/eg and kle. According to So and 
Sommer (1994), an appropriate definition for a, can be obtained 
through a combination of these scales as: 

a, = C^mk91/eeg]
1 (17) 

where Cx is a model constant and/^ is a damping function. The 
heat flux vector can now be defined in terms of the mean tem
perature gradient as: 

— d® 
-ufi = a, — 

dxi 
(18) 

If a, is to be general enough for fluids with vastly different Pr, 
/x has to be parametric in Pr. The expression deduced by So and 
Sommer (1994) can be written as: 

A = C M ( 1 - / M ) / R e , " 4 + / M (19) 

where CM and A + are model constants parametric in Pr and /M 

is a damping function. The expressions deduced for CM and A + 

are: A+ = 10/Pr for Pr < 0.25 and A+ = 39/Pr"16 for Pr > 
0.25; Cx, = 0.4/Pr"4 for Pr < 0.1 and CM = 0.07/Pr for Pr & 

0.1. Thus formulated, the model gives good temperature field 
results over a Pr range from 0.025 to 104. 

Boundary Conditions 
If p = 0 is assumed in Eq. (lOd), a boundary condition for 

the temperature variance has to be specified in addition to_that 
for es. A detailed discussion of the boundary condition for 92 is 
given below. As for eg, its boundary condition at the wall can be 
determined from Eq. (8) in the limit of y -» 0. It can be written 
as: 

£e,« 
2 dxkdxk 

(20) 

If Eq. (Wd) is used to evaluate Eq. (20) at the wall, the value 
obtained for the zero fluctuating wall temperature case is eg_„ = 
aa\, while for the nonzero fluctuating wall temperature case, eg?w 

= a[(d2aj/dx2 + d2a2
g/dz2)/2 + (bj + 2a&,)] is deduced. The 

wall dissipation rate does not vanish for both types of fluctuating 
wall temperature boundary condition. As for the mean heat flux, 
it is assumed to be constant along the pipe or channel walls for 
all test cases calculated. Furthermore, no-slip conditions are in
voked for the mean and fluctuating velocity field. 

Two different wall boundary conditions for the temperature 
variance are investigated. The first is derived from the ideal iso-
flux wall, or qw = const and q'„ = 0. Therefore, it follows that 
the first derivative of the temperature variance with respect to y 
is zero at the wall. Invoking this boundary condition leads to an 
ill-posed problem for the case of pipe/channel flows, because the 
temperature variance gradient is also zero at the symmetry plane. 
In view of this, an alternative boundary condition for the tem
perature variance is required. The case of an ideal isoflux wall is 
one of the cases investigated by Kasagi et al. (1989); therefore, 
the temperature variance at the wall could be determined. It is 
this value, rather than the zero derivative condition, that is pre
scribed for the temperature variance at the wall. The results of 
Kasagi et al. (1989) show that the wall temperature variance 
increases with increasing Pr, until it approaches a constant value 
at high Prandtl numbers. 

The ideal isoflux case represents a limiting condition, because 
the wall temperature fluctuations for other thermal boundary con
ditions could not achieve values higher than those given by the 
ideal isoflux case. In practice, the temperature fluctuations will 
probably be much lower. It is for this reason that the case of finite 
fluctuations at the wall with qw = const and q'w * 0 is investigated 
also. From the work of Polyakov (1974), the spectrum for the 
wall temperature fluctuations can be written as: 

0.072 P W / e x p ( - 9 ^ ) 

/36[/PrA2 + P2 + \AfP(t + i )V/Pr] 

P = [0.014 + ( / + 0 . 0 5 ) 2 P r 2 ] " 4 , (22a) 

t = cos H a r c t g [ 1 0 P r ( / + 0 . 0 5 ) ] } , (226) 

s = sin {| arctg [10 P r ( / + 0.05)]}, (22c) 

where A = 1 IK and / i s the frequency. The temperature variance 
for a given Pr and K can be obtained by integrating E0 from / = 
0 to / = oo, or 

01= f E0(f; Pr, K)df. (23) 
•'o 

Thus defined, the wall temperature variance varies not only with 
Pr, but also with K. Wall temperature variance for various fluid/ 
solid combinations, or different K values, can be deduced from 
Eq. (23) as well as from the study of Kasagi et al. (1989). These 
results, therefore, give a more realistic representation of the ac
tual thermal boundary conditions for practical heat transfer prob
lems. 

E0 = (21) 
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Fig. 2 Comparison of calculated temperature variance with data with 
Fig. 1 Comparison of calculated mean temperature with data with zero zero wall temperature variance specified 
wall temperature variance specified 

Model Validation 
Before proceeding to investigate the effects of nonzero fluc

tuating wall temperature on heat transfer modeling and calcula
tions, the ability of the present model to predict the case of zero 
fluctuating wall temperature correctly has to be firmly estab
lished. This is carried out by comparing the calculated results 
with the DNS data of Kasagi et al. (1992) and Kim and Moin 
(1989) at different values of Pr. The numerical method used to 
solve the governing equations is the same as that described by 
So and Sommer (1994). These cases represent two different ther
mal wall boundary conditions; however, the authors of both stud
ies assume the fluctuating wall temperature to be zero. Only the 
calculations of the constant heat flux case at Pr = 0.71 are shown 
in this paper. Results for Prandtl numbers other than Pr = 0.71 
are reported by So and Sommer (1994). Figures 1 and 2 give 
the comparisons of ® + and 0™,,,, respectively, at a Reynolds num
ber based on uT of ReT = 150 or a bulk Re of 4560. Here, the 
friction temperature, ®T, is used to normalize the mean and fluc
tuating temperatures and the results are presented with the de
pendent variables plotted versus y +. The model predictions cor
relate well with DNS data across the entire width of the channel. 
Similar results are also obtained when the calculations of the 
isothermal case are compared with the DNS data of Kim and 
Moin (1989). Further details of this comparison can be found in 
So and Sommer (1994). 

Effect of Nonzero Wall Temperature Fluctuations 
The case Where q„ = const and q'„ = 0 is examined first. For 

this case, the wall temperature variance is determined from the 
results of Kasagi et al. (1989). These calculations are compared 
with those obtained assuming constant mean heat flux with zero 
temperature fluctuations at the wall, or 6^^ = 0. All calculations 
are carried out at ReT = 1052 or Re = 50,000. Figures 3(a) and 
3(b) show the mean temperature profiles for two different 
Prandtl numbers: Pr = 0.025 and Pr = 7, respectively. Again, 
the normalized mean temperature @ + is plotted against y +. There 
is no discernible difference between the results for the two dif
ferent wall thermal boundary conditions. It should be noted that, 
here and in figures appearing later, all the calculated results in
dicated in the legend are shown. Since some of these results are 
essentially identical, the different curves tend to overlap each 
other and cannot be distinguished in the plots. The plot of 9ms 

versus y + for the Pr = 0.025 case is given in Fig. 4. It can be 

seen that, due to high molecular conductivity, the region where 
molecular diffusion of heat dominates over turbulent heat flux 
extends to about y+ = 300. Beyond this point, the difference 
between the calculated ^ is insignificant. However, for Pr = 7, 
the extent of the sublayer dominated by molecular diffusion is 
limited to only y+ = 20, which is obvious from the ®+ plots 
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Fig. 3 Comparison of calculated mean temperature profiles with differ
ent thermal wall boundary conditions: (a) Pr = 0.025, (b) Pr = 7 
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Fig. 4 Comparison of calculated root mean square temperature variance Fig. 6 Comparison of calculated dissipation rate of temperature vari-
for different thermal wall boundary conditions at Pr = 0.025 ance for different thermal wall boundary conditions at Pr = 7 

shown in Fig. 3(b). An examination of the dissipation rate of 
the temperature variance lends credence to this conclusion. Only 
the results for Pr = 7 are shown in Fig. 6 for comparison. Con
sistent with the boundary conditions invoked, eg tends to zero at 
the wall for the ideal isoflux case, while it approaches a finite, 
nonzero value at the wall for all other cases. Again, the difference 
between the two results is insignificant beyond y + = 20. 

As mentioned above, the ideal isoflux case is a limiting case 
not likely to occur in practice. In actual heat transfer problems 
and/or experiments, smaller wall temperature fluctuations will 
occur compared to the ideal isoflux case. Therefore, the effects 
of different thermal boundary conditions represented by various 
combinations of fluid and solid are investigated. Each of these 
combinations yields a different value for ^ at the wall. Rep
resentative calculations are performed for the following combi
nations: water (Pr = 7 ) , air (Pr = 0.71), and mercury (Pr = 
0.025) flowing over aluminum, lead, glass, and plexiglass. Wall 
temperature variances for these different fluid/solid combina
tions are determined in the following manner. For water and air, 
their values are deduced from the study of Kasagi et al. (1989) . 
For mercury, the wall temperature variance is determined from 

Pr=7 

qw=const„ e ^ ^ O 

q =const., q'w=0 

TO]— 

10 

Eq. (23) because Kasagi et al. (1989) have not attempted a sim
ulation for mercury. This result is further verified by using Eq. 
(23) to calculate the wall temperature variances for air and water 
flowing over copper and compared to those deduced from Kasagi 
et al. (1989) . Good agreement is obtained. The highest temper
ature fluctuations at the wall are expected for the case of plex
iglass, which has poor thermal conductivity and therefore does 
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Fig. 5 Comparison of calculated root mean square temperature variance 
for different thermal wall boundary conditions at Pr = 7 

Fig. 7 Comparison of calculated mean temperature profiles for different 
fluid/solid combinations: (a) Pr = 0.71 (air), (6) Pr == 7 (water) 
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ments 

not transport temperature fluctuations away from the wall as ef
ficiently as aluminum. Again, calculations are carried out at ReT 

= 1052 or Re = 50,000. Plots of @ + and 6US versus y + are shown 
in Figs. 7-9 . It can be seen that the mean temperature profiles 
are not affected by the different levels of 8ms specified at the wall 
(Fig. 7) . The L plots for water are given in Fig. 8. Here, the 
effects of the different levels of wall 8^ are limited to a region 
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very close to the wall. For all the cases calculated, the effects are 
not felt beyond y+ = 20. Similar plots for mercury and air are 
shown in Figs. 9(a) and 9(b), respectively. The different bound
ary conditions have little or no effects on the calculated ^ as 
evidenced by the extreme case represented by a plexiglass wall. 

Finally, comparisons are made with the measurements of Hi-
shida et al. (1986) at a ReT = 1042 or Re = 40,000, and Johnk 
and Hanratty (1962) at Rer = 1644 or Re = 71,200. Since the 
temperature fluctuations at the wall were not measured, they have 
to be estimated for the present calculations. Both experiments 
were carried out with air as the working fluid; therefore, Pr = 
0.71. If the wall is assumed to be steel, 0^ at the wall can be 
estimated from the studies of Polyakov (1974) and Kasagi et al. 
(1989). Another calculation with zero fluctuating wall temper
ature boundary condition has also been carried out for these two 
experiments. The results are plotted in Figs. 10 and 11 for com
parison with measurements. The ® + results for a fully developed 
pipe flow are plotted in Fig. 10, while the normal turbulent heat 
flux, —vB , results in the near-wall region are shown in Fig. 11. 
The heat flux is normalized by ®T and uT. In both cases, the 
calculations with two different boundary conditions yield essen-
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Fig. 9 Comparison of calculated root mean square temperature variance 
for different fluid/solid combinations: (a) Pr = 0.025 (mercury), (b) Pr = 
0.71 (air) 

Fig. 11 Comparison of calculated turbulent normal heat flux with mea
surements 
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tially identical results. Since the purpose of these two figures is 
to verify that good agreement with data is also achieved with the 
calculations obtained assuming nonzero wall temperature fluc
tuations, results with zero wall temperature fluctuations are not 
shown here. The agreement with experiments is good, thus fur
ther verifying the validity of the zero fluctuating wall temperature 
assumption. 

Conclusions 
A near-wall two-equation turbulence model is used to inves

tigate the validity and extent of the assumption of zero fluctuating 
wall temperature boundary condition for heat transfer modeling 
and calculations. The model is based on the transport equations 
for the temperature variance and its dissipation rate. Near-wall 
correcting functions are sought so that the resultant equations are 
equally valid for zero and nonzero fluctuating wall temperature 
boundary conditions. The near-wall analysis of the equations is 
carried out by assuming Taylor series expansions for the fluctu
ating velocities that vanish as the wall is approached, and the 
fluctuating temperature that remains finite at the wall. Correct 
boundary conditions for the fluctuating velocity field are no-slip 
at the wall. As for the fluctuating temperature field, the wall tem
perature variance is specified. This boundary condition depends 
on fluid properties as well as the conductive characteristics of the 
solid. The coupled heat transfer problem has been investigated 
by Polyakov (1974) who proposed a spectrum for the wall tem
perature fluctuations. This spectrum is parametric in Pr and K 
and can be integrated to give the wall temperature variance. 
Therefore, for a given fluid/solid combination, the wall temper
ature variance can be determined and used as boundary condition 
for heat transfer calculations. 

Heat transfer calculations are carried out with different fluid/ 
solid combinations and the results are compared with other cal
culations assuming the wall temperature variance to be zero. Es
timates of the wall temperature variance for different fluid/solid 
combinations are obtained from Eq. (23) and/or the DNS results 
of Kasagi et al. (1989). These comparisons show that the cal
culated mean temperature and the associated integral heat trans
fer properties are essentially independent of the boundary con
ditions for the fluctuating wall temperature. In other words, both 
zero and nonzero fluctuating wall temperature boundary condi
tions yield the same mean temperature distributions. On the other 
hand, nonzero fluctuating wall temperature boundary condition 
has a limited effect on the turbulence statistics in a small region 
near the wall. Beyond this region, the calculated temperature var
iance and its dissipation rate using both zero and nonzero fluc
tuating wall temperature boundary conditions are essentially 

identical. This observation is true for the highest wall temperature 
fluctuations that can be expected from the different fluid/solid 
combinations examined as well as for the extreme case of an 
ideal iso-flux wall boundary condition. Since the zero fluctuating 
wall temperature boundary condition is valid for the mean field 
and is the simplest available, it should be recommended for adop
tion in practical turbulent heat transfer calculations. 
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Heat Transfer in Coaxial Jet 
Mixing With Swirled Inner Jet 
Convective heat transfer data are presented for coaxial jet mixing in a constant-di
ameter tube. The inner jet diameter was approximately twice the annular gap dimen
sion. Water, with a nominal inlet Prandtl number of 6, was used as the working fluid. 
For the inner jet, Reynolds numbers of 30,000 and 100,000 were examined and the 
swirl number was varied from zero to one. Annular flow rates were characterized by a 
ratio of annular-to-inner jet axial momentum, which was varied from 0 to 8.3. In all 
cases the annular jet was unswirled. Plots of local Nusselt numbers show minima and 
maxima corresponding to the separation and reattachment associated with wall-
bounded recirculation. As inner jet swirl strength increased from zero to its maximum 
value, the location of peak Nusselt number shifted upstream. Local Nusselt numbers 
achieved magnitudes as high as 9.7 times fully developed values for cases with high 
swirl and low annular flow rate. As the annular jet's flow rate was increased, the heat 
transfer enhancement decreased while the near-wall recirculation zones were stretched 
and shifted downstream, until at sufficiently high values of the momentum flux ratio, 
the zones were no longer in evidence from the heat transfer data. 

Introduction 
The shearing between two confined coaxial jets results in mix

ing rates, and subsequently, heat transfer coefficients that are 
substantially higher than those obtained at the same Reynolds 
number in fully developed pipe flow. This enhancement in dif
fusion rates occurs in spite of an annular recirculation region that 
may exist near the confining wall when the inner jet velocity 
exceeds the annular jet velocity. In the recirculation region, mean 
velocities are typically much lower than those found in the core 
flow, yet very high heat transfer coefficients are usually found at 
the wall that bounds the recirculation region. The high heat trans
fer coefficients are mostly attributable to the high levels of tur
bulent kinetic energy generated by shearing as the inner and an
nular jets interact. Because length scales are large in the shear 
layer, the turbulent kinetic energy generated there dissipates rel
atively slowly, thereby maintaining higher levels than would be 
found in ordinary pipe flow. 

As the annular jet's velocity is increased, there may be some 
flow conditions for which the wall-bounded recirculation will not 
be in evidence. For sufficiently high annular flow rates, one might 
intuitively expect a recirculation region to occur near the tube 
centerline as shearing induced by the annular jet tends to draw 
the outer edge of the inner jet downstream at a rate faster than it 
had upon initial entrance into the mixing region. To the authors' 
knowledge, this type of on-axis recirculation has not been doc
umented, probably because most investigations of coaxial jet 
mixing have focused on high-speed inner jets with relatively 
slower annular jets. 

Several interesting features may appear in the flowfield with 
the introduction of swirl into the inner jet. First among these is 
an on-axis recirculation region, provided the initial swirl is of 
sufficient strength (see Fig. 1). The on-axis recirculation arises 
when the circumferential velocity component decays in the 
streamwise direction, resulting in a corresponding increase in 
pressure that provides the adverse pressure gradient necessary to 
drive the recirculation. If a wall-bounded recirculation region of 
the type discussed above is present, it tends to be shortened as 
inner jet swirl strength is increased because centrifugal forces 
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encourage rapid spreading of the inner jet. Swirl is also respon
sible for increased shear rates and greater turbulence production, 
so that when it is coupled with the shearing from coaxial jet 
mixing, the convective heat transfer is augmented even further. 

The objective of the present investigation was experimentally 
to examine local convective heat transfer characteristics associ
ated with the mixing of two confined coaxial jets, with the inner 
jet swirled. The existence and influence of wall-bounded recir
culation regions were of particular interest. Parameters varied in 
the present study included the inner jet Reynolds number and 
swirl strength, and the annular flow rate, which was characterized 
by a ratio of annular-to-inner jet momentum fluxes. 

Review of Related Investigations 
A substantial number of experiments that have examined the 

flow features in coaxial jet mixing have been reported, but rela
tively little is available concerning the associated heat transfer 
problem. Past investigations have examined free jets issuing into 
ambient surroundings, confined jets issuing into a sudden or 
gradually expanding mixing region, and coaxial jet mixing in a 
tube whose diameter is the same as the annular jet diameter. Here, 
discussion of related investigations will be limited to those con
cerned with mixing in a constant diameter tube, as this was also 
the geometry examined in the present study. 

Investigations of coaxial jet mixing incorporating unswirled 
jets have been reported by Barchilon and Curtet (1964), Durao 
and Whitelaw (1973), Kang et al. (1979), Suzuki et al. (1983), 
Choi et al. (1986), and Khodadadi and Vlachos (1989). One com
monly employed parameter in confined jet mixing that has been 
used in most of these investigations is the Craya-Curtet number 
(C,). For constant jet diameter ratio, the Craya-Curtet number 
becomes larger with increasing annular-to-inner jet velocity ratio, 
but the C, number is undefined for velocity ratios (Ua/Uj) greater 
than one. 

In an early investigation by Barchilon and Curtet (1964) at 
very small jet diameter ratio (d/D) of 0.075, flow visualization 
and hot-wire measurements were used to document and focus 
attention upon wall-bounded recirculation. It was observed that 
as the Craya-Curtet number increased from zero to one, the reat
tachment point remained fixed at X/D = 3, but the separation 
point moved from approximately X/D = -0 .5 to X/D = 3. That 
is, the recirculation region was shortened considerably until it 
disappeared altogether for C, = 1. 

Durao and Whitelaw (1973) reported a series of hot-wire mea
surements, with emphasis on normal and Reynolds shear stresses, 
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Test Section 

Fig. 1 Relationship between coaxial jets and principal flow features 

for three different jet velocity ratios at a jet diameter ratio of 0.36. 
There was no evidence of wall-bounded recirculation in the data, 
presumably because the annular-to-inner jet bulk velocity ratios 
were moderate to large in their experiments. 

Kang et al. (1979) presented data from an experimental inves
tigation of heat transfer in unswirled jet mixing with inner jet 
velocity and velocity ratios as parameters. For many flow con
ditions, and especially at high annular-to-inner jet velocity ratios, 
two peaks in the local Nusselt number were observed. The first 
peak was attributed to a laminar/turbulent boundary layer tran
sition. The maximum heat transfer usually occurred at the second 
peak, the location of which was found to be independent of inner 
jet velocity when UJUt was held constant. In fact, the location 
of peak heat transfer was determined to be a function only of the 
Craya-Curtet number. A follow-on investigation by Suzuki et al. 
(1983) examined axial mean and fluctuating velocities, with em
phasis in and around the wall-bounded recirculation zone in order 
to test the Kang et al. premise that peak Nusselt numbers occurred 
upstream of the reattachment point, coincident with the highest 
fluctuating velocities that were also believed to lie upstream of 
the reattachment point. The premise did seem to be verified ex
cept at large annular-to-inner jet velocity ratios for which the 
measurements revealed no wall-bounded recirculation, but there 
were still clear maxima in fluctuating velocities adjacent to lo
cations of peak Nusselt number. At lower velocity ratios, the 
peaks in Nusselt number and axial rms velocity were found to 

be as much as one diameter upstream of reattachment while the 
length of the entire recirculation region was on the order of three 
diameters. 

Khodadadi and Vlachos (1989) examined wall-bounded recir
culation regions both numerically and with laser-Doppler 
anemometry (LDA) measurements, again at very small jet di
ameter ratios (d/D) between 0.04 and 0.08 for weak annular jets 
having UJUt = 0.08 and 0.22. The locations of separation points 
were generally consistent with those reported by Barchilon and 
Curtet (1964), but there was considerably more variation in the 
location of computed reattachment points, which were observed 
to shift from about XID = 5.2 to 2.8 as the jet velocity ratio 
approached one. 

In contrast to those investigations cited above, others have 
considered the influence of swirled jets on the mixing process. 
For example, Hendricks and Brighton (1975) computationally 
modeled a swirled inner jet (0 < S, < 0.3) mixing with an un
swirled annular jet. The results given in the paper are limited to 
centerline velocities and wall pressure distributions. 

Vu and Gouldin (1982) conducted a comprehensive investi
gation examining the effect of a coswirled and counterswirled 
annular jet, with one case having no swirl in the annular jet. For 
an inner jet swirl number of 0.68, on-axis recirculation extending 
from XID = 0.12 to XID =1 .0 was documented. The recircula
tion region had a maximum diameter corresponding to 11 percent 
of the mixing tube diameter (D). Maximum reverse velocities in 
the recirculation zone were 15 percent of the inner jet bulk axial 
velocity. No recirculation near the tube wall occurred because 
the annular jet velocities were comparatively high (yielding 
Craya-Curtet numbers of between 5 and 6; Khodadadi and Vla
chos (1989) reported that wall-bounded recirculation is generally 
not expected for Craya-Curtet numbers in excess of 0.85). 

Experimental Apparatus 
A water flow loop comprised the main element of the test 

facility. The swirl number of the 5.08-cm-dia inner jet was con
tinuously variable via tangential slot generation. Details of the 
inner jet swirl generator construction are available in Dellenback 
et al. (1988). Termination of the inner tube (that point at which 
mixing of the two jets began) was 16 inner jet diameters (d) 
downstream of the tangential slots, providing a substantial length 
for flow development of the inner jet. The unswirled annular jet 
was introduced 22 annular gap spacings (i.e., (D — d„)l2) up
stream of the mixing region by a large annular plenum. Two sets 
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of screens were installed just downstream of the plenum. The 
outer diameter of the annular jet was 9.98 cm, while the inside 
diameter was 5.40 cm. The jet diameter ratio of 0.51 was selected 
so that data could be directly compared to sudden expansion data 
previously generated by two of the present authors (Dellenback 
et al., 1987). 

Heat transfer measurements were made in a horizontal stain
less steel tube by passing alternating current in the tube wall, thus 
producing a nearly uniform heat flux boundary condition. Heat
ing began at the same streamwise location where the two jets 
began mixing. The heated test section had an inside diameter of 
9.98 cm, a wall thickness of 0.89 mm, and a length of 1.04 m. 
Stainless steel flanges were carefully attached to each end of the 
tube by very shallow welds at the extreme ends of the tube. Fur
ther details of the test section construction are available in Del
lenback et al. (1987). 

Conduction losses from the test section to the upstream tube 
were minimized by inserting a low thermal conductivity spacer 
(Melamine) between the two connecting flanges. The flanges and 
spacer were held together with nylon bolts to minimize further 
heat conduction to or from the test section. A plenum was in
stalled downstream of the test section, also using a dielectric 
spacer and nylon bolts, to allow measurement of a bulk fluid 
temperature. 

Electrical busses, machined from copper plate 1.27 cm 
thick, joined current carrying cables to the stainless steel 
flanges of the test section. Two water-carrying copper tubes 
were soldered around the periphery of the busses' outer rim 
for the purpose of guard heating or cooling. Each test section 
flange had a pair of thermocouples imbedded at different radial 
locations so that radial temperature gradients could be moni
tored and minimized through appropriate adjustment of the 
guard heaters/coolers. 

Temperatures on the outside surface of the test section were 
measured with thermocouples mounted on the outside of the 
tube. Nineteen thermocouples were employed, spaced at smaller 
intervals near the upstream end of the test section to provide high-
temperature resolution in the region of rapidly changing heat 
transfer coefficients. Reference to the free/forced convection re
gimes identified by Metais and Eckert (1964) suggests that free 
convection effects are negligible in flows that exhibit even less 
rigorous mixing than those examined in the present study. Thus, 
the circumferential position of the thermocouples was not felt to 
be important and they were placed on the side of the test section 
as a matter of convenience. Finally, 5 in. of fiberglass insulation 
surrounded the test section, flanges, and the outer rim of the elec
trical busses. 

Power input levels to the working fluid of approximately 15 
kW were determined in two ways. In the first, power was taken 
as the product of the test section resistance and the square of the 
current through the test section. Current through the test section 
was measured with a current transformer. Resistance of the type 
321 stainless steel test section was computed during the data 
reduction process by taking account of the local temperature-
dependent resistivities (Touloukian, 1967) along the test section. 

Input power was also determined from the measured fluid en
thalpy rise through the test section. To this end, bulk fluid tem
peratures were measured at the inlet and outlet of the test section 
with immersion thermocouples. For the data presented herein, 
the absolute discrepancy between the electrical power dissipated 
and the fluid enthalpy rise averaged 1.9 percent and was never 
more than 4.1 percent for any one run. The power dissipation 
was neither consistently larger nor smaller than the enthalpy rise; 
rather the discrepancies in power input appeared to be randomly 
related. 

The time required for the test loop to reach steady state after 
application of the electrical power was about 60 minutes, as de
termined through continuous monitoring of fluid and wall tem
peratures. 

Procedures and Data Reduction 
Local heat transfer results are presented in terms of Nusselt 

numbers normalized with those for fully developed nonswirling 
flow, where 

Nu = hD/k. (1) 

The thermal conductivity of water (k) was evaluated at the local 
bulk temperature, and the local heat transfer coefficient was de
fined as 

h = q l(Tw - T„). (2) 

The local heat flux is designated by q, the local wall temperature 
by Tw, and the local bulk temperature by Tb. Bulk fluid temper
atures ranged from 23 to 31°C, while typical temperature differ
ences between T„ and Tb ranged from 8°C near flow reattachment 
to 20°C in the downstream region. 

Although the present experiments had a nominally uniform 
heat flux boundary condition (with a heat flux of about 4.5 W/ 
cm2), the local heat fluxes were not strictly uniform due to both 
the temperature dependence of tube material properties, and axial 
heat conduction in the tube wall. The procedure used for finding 
the local heat fluxes began by dividing the wall into 19 hypo
thetical control volumes centered on the locations of the 19 wall-
temperature thermocouples. The magnitude of Joule heating in 
each volume was determined as the product of the control vol
ume's temperature-dependent resistance and the square of the 
current. Heat loss from the outside of the tube wall through the 
fiberglass insulation that surrounded the test section was assumed 
negligible. This loss was calculated to be no more than 0.1 per
cent of the total power input in a worst case analysis of the data. 
The axial variation in heat transfer coefficients gave rise to axial 
temperature gradients and conduction in the tube wall. The heat 
conducted from one control volume to its neighbors was com
puted as a part of the data reduction process and used to correct 
the local heat flux for each control volume (at most, the axial 
heat conducted from one control volume to another represented 
0.3 percent of the total heat generated in that element). 

The wall temperature (Tw) in Eq. (2) is the temperature of the 
inside surface of the test section wall. Because exterior surface 
temperatures were actually measured, the interior surface tem
peratures were determined from solution of the one-dimensional 
heat conduction equation for a cylindrical shell (Carslaw and 
Jaeger, 1959). 

Since the local heat flux and inside tube wall temperature were 
functions of each other, their determination was inherently an 
iterative process, but one which converged in one or two itera
tions because the temperature differences across the thickness of 
the tube wall were small (typically on the order of 1°C). For the 
worst case in the present experiments, the maximum variation in 
local heat flux between any two locations on the tube was cal
culated during the data reduction process to be less than 2.3 per
cent. However, the extreme variations in heat flux for other cases 
were typically less than 0.5 percent, and the difference in heat 
flux between any two adjacent control volumes was less than 0.5 
percent for all cases. Finally, to be consistent in methodology, 
local bulk temperatures were computed adjacent to each of the 
19 control volumes from an energy balance that considered the 
local, slightly nonuniform, heat input for each control volume. 

Nusselt numbers for fully developed turbulent flow were de
termined from the Gnielinski (1976) correlation, which Kakac et 
al. (1987) recommend as probably the best available general pur
pose correlation: 

Nu0 = (//2)(ReD - 1000)Pr/(l + 12.7(//2)°'5(Pra667 - 1)). 

(3) 

The friction factor that appears in Eq. (3) was evaluated from the 
Techo et al. (1965) correlation, again recommended by Kakac et 
al.: 
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/ = (1.7372 In (ReD/(1.964 In (ReD) - 3.8215)))" (4) 

All fluid properties used in Eqs. (3) and (4) were evaluated at the 
local bulk temperature. 

The methods of Kline and McClintock (1953) were employed 
to determine that the largest uncertainties were about 2 percent 
in inner jet Reynolds number and momentum flux ratio, and 8 
percent in swirl number. The largest uncertainties in Nusselt 
number were computed to be about 9 percent, with these occur
ring near the location of peak Nusselt number where wall-to-bulk 
temperature differences were smallest. 

Results and Discussion 
Prandtl numbers of the fluid entering the heated test section 

varied from 5.0 to 6.5 over the course of the experiments. This 
variation in Prandtl number is probably insignificant when ex
amining the present results, as suggested by the near congruence 
of Krall and Sparrow's (1966) sudden expansion data for Prandtl 
numbers of 3 and 6. 

Inner jet swirl numbers were interpolated from the results of 
Dellenback et al. (1988), which were obtained by the direct mea
surement of velocity profiles with an LDA for the same swirl 
generator and inlet sections. The measurements were made at a 
location two inner jet diameters (d) upstream of the expansion. 
Inner jet Reynolds numbers were based on inlet bulk fluid prop
erties and the bulk axial velocities in the upstream tube. Reynolds 
numbers were maintained at nominal values of 30,000 to within 
±1.3 percent and at 100,000 to within ±1.1 percent. 

A ratio of axial momentum fluxes was used to characterize the 
annular flow rate. While the Craya-Curtet number has proven 
suitable for correlating data in many past investigations of co
axial jet mixing, it is undefined at the larger annular-to-inner jet 
velocity ratios examined in the present study (i.e., for UJUi > 
1). The ratio of annular-to-inner jet streamwise momentum flux 
(ihaUJmjUj) is denoted by the acronym for "momentum flux 
ratio,'' or MFR. In the present experiments, the MFR was related 
to velocity ratios, Reynolds number ratios, and to the Craya-
Curtet number through the geometry of the jets as shown in 
Table 1. 

Summary of the Flowfleld. Axial and circumferential mean 
velocity profiles and distributions of turbulence intensity are 
available for the inner jet, upstream of the mixing region, in Del
lenback et al. (1988). While no detailed velocity data were mea
sured for the annular jet, because it had 22 gap spacings to de
velop prior to reaching the mixing region, it is probably reason
able to assume that the velocity profiles and turbulence levels 
possessed classical turbulent distributions just upstream of the 
mixing region (velocity profiles at XID = 0 were probably altered 
somewhat due to downstream effects feeding back upstream via 
recirculation in these flows; see Dellenback et al. for documen
tation and further discussion of this feature). 

There have been many measurements reported of coaxial jet 
flow fields and it was not the authors' intent to duplicate those 
studies. However, to obtain a preliminary understanding of the 

Table 1 Relationship between various parameters for characterizing the 
annular flow 

MFR 

ua/u. 

c, 

R e a / R e ; 

0 

0 

0.55 

0 

0.15 

0.23 

0.84 

0.21 

0.37 

0.37 

1.38 

0.33 

0.90 

0.57 

2.12 

0.52 

1.46 

0.73 

3.08 

0.66 

2.77 

1.00 

N/A 

0.90 

8.30 

1.74 

N/A 

1.57 

Fig. 2 Axial mean velocity distributions in the mixing region 

flow processes involved in the mixing region, profiles of the axial 
mean and fluctuating velocities were measured with an LDA for 
two cases having different MFRs, but both with inner jet Reyn
olds numbers of 30,000 and swirl number of 1. The LDA mea
surements were made in a clear acrylic test section having the 
same dimensions as the stainless steel heat transfer test section. 
The instrument and techniques were the same as described by 
Dellenback et al. (1988). 

Figures 2 and 3 show the interaction and redevelopment of the 
jets for MFRs of 0.37 and 2.74. Both the mean and rms velocities 
have been normalized with the maximum axial velocity occurring 
in the inner jet, which was 0.56 m/s just upstream of the mixing 
region. The axial velocity reaches a maximum in the shear layer 
(Fig. 2) because the largest axial velocities in the highly swirled 
inner jet occur near its outer diameter. In fact, the flow actually 
accelerated slightly near rlR = 0.5 as evidenced by normalized 
velocities in excess of one at the XID = 0.032 location. The 
acceleration is due to the flow blockage associated with the large 
on-axis recirculation region. For both momentum flux ratios, the 
recirculation region is of finite length, with the rear stagnation 
point between XID = 0.5 and 1.0. In contrast, the sudden expan
sion data of Dellenback et al. (1988) for Re = 30,000 and S = 1 
showed that the on-axis recirculation persisted to beyond XID = 
4. In the present data, redevelopment of the velocity profiles ap
peared to be nearing completion by XID = 4.6. 
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Fig. 3 Axial turbulence intensities in the mixing region 
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Fig. 4 The effect of inner jet swirl for Re = 100,000, MFR = 0 Fig. 5 The effect of inner jet swirl for Re = 100,000, MFR = 0.90 

Figure 3 shows that the distributions of axial turbulence inten
sities have somewhat different shapes for the two momentum flux 
ratios, with less turbulence generation apparent for MFR = 2.7. 
This is expected since an MFR of 2.7 corresponds to the inner 
and annular jets having the same bulk axial velocities. In contrast, 
for MFR = 0.37, the inner jet has much higher velocity than the 
annular jet, resulting in more severe shearing at small X/D and 
average turbulence intensities higher than those associated with 
the MFR = 2.7 case. In spite of the large difference between 
inner and outer jet velocities, the MFR = 0.37 case is at least as 
quick as the MFR = 2.7 case to redevelop, apparently due to the 
higher mixing rates. The magnitudes of turbulence intensity as
sociated with the Dellenback et al. (1988) sudden expansion data 
are similar to the present MFR = 0.37 data, but the peak inten
sities in the sudden expansion data are located closer to the tube 
centerline. 

The Effect of Re, S, and MFR on the Present Data. Figure 
4 shows the influence of inner jet swirl number for a Reynolds 
number of 100,000 and an MFR of zero. The peak Nusselt num
bers are larger for the higher swirl number, while fully developed 
flow and heat transfer are being approached somewhat more 
quickly at lower swirl numbers. Figure 4 shows that the peak 
Nusselt number moved dramatically upstream with the addition 
of swirl to the inner jet. This observation implies an upstream 
movement of the reattachment point. The reattachment zone 
moves upstream with increasing swirl of the inner jet since the 
accompanying increase in centrifugal force on a fluid element 
encourages the element to move toward the wall more quickly 
as it moves downstream. This tendency of the inner jet to rapidly 
fill the larger tube into which it issues promotes a rapid redistri
bution of the flow so that beyond X/D = 2.5 in Fig. 6, the Nusselt 
number declines very slowly as the swirl decays. While the re
distribution of momentum and internal energy occurs very 
quickly in the swirled flows, the turbulent kinetic energy levels 
and the associated Nusselt numbers remain higher than for un
swirled flows due to the turbulence generation that results from 
increased shearing in the swirled flows. 

Throughout the present results, peaks in the local Nusselt num
ber correspond approximately to reattachment points where the 
inner jet impinges on the test section wall. Similarly, minima in 
Nusselt number correspond to separation points where flow in 
the vicinity of the wall moves away from the wall. If temperature 
instrumentation had been located upstream of X/D = 0.2 (which 
was not possible due to interference from test section flanges), 
then it is probable that each of the curves in Fig. 4 would also 
have shown a minimum in local Nusselt number (note that Bar-

chilon and Curtet (1964) documented separation points as far 
upstream as X/D = —0.5). 

With the introduction of annular flow (Fig. 5), the wall-
bounded recirculation region is stretched in length and swept 
downstream. With the downstream shift, Fig. 5 clearly shows 
Nusselt number minima that correspond to flow separation 
points. When contrasting Figs. 4 and 5, we see that the degree 
of "downstream flushing" and streamwise stretching is a func
tion of inner jet swirl strength. Downstream displacement and 
stretching of the wall-bounded recirculation region are most ap
parent at weaker swirl strengths where centrifugal forces are 
lower and the inner jet slower to cut through the annular jet. 

With no swirl in the inner jet, Fig. 5 shows the minimum in 
Nusselt number to be at about X/D = 5 and the peak value ap
parently lies beyond the end of the test section at X/D > 10. With 
swirl number of zero, there is relatively little shearing between 
inner and annular jets, and consequently little enhancement in 
heat transfer, so that the normalized Nusselt number ratio falls 
below one in the region of separation. At higher swirl numbers, 
the Nusselt number ratio never falls below one because there is 
sufficient shearing and turbulent transport to provide some nom
inal heat transfer enhancement, even at the locations where sep
aration is occurring. 

Figure 6 exhibits the effect of varying the MFR on heat transfer 
with an unswirled inner jet. At an MFR of 0.15, a minimum and 
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Fig. 6 The effect of MFR for Re = 30,000, S = 0 
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Fig. 7 The effect of MFR for Re = 30,000, S = 1 

maximum in Nusselt number can be discerned. At MFR = 0.37 
(C, = 1.38), we fail to see definitive evidence of wall-bounded 
recirculation, which is consistent with the Khodadadi and Vla-
chos (1989) suggestion that there should be no recirculation for 
values of the Craya-Curtet number larger than 0.85. At values 
of MFR higher than 0.37, the annular jet dominates the flow 
structure and heat transfer. This is suggested by the near congru
ence of results for MFRs of 2.7 and 8.3 for which we observe 
more shearing and consequently, slightly higher heat transfer 
rates at the larger MFR, as we might expect since an MFR of 2.7 
corresponds to the inner and annular jets having the same bulk 
axial velocity, and consequently relatively little shearing. At the 
two higher MFRs in Fig. 6, we see no evidence of a near-wall 
recirculation region. In fact, at an MFR of 8.3 we should probably 
expect any recirculation to lie between radius ratios (r/R) of zero 
and 0.5, since the bulk annular velocity exceeds the inner jet 
velocity for this case. 

The influence of the MFR is even more pronounced when the 
inner jet is swirled, as shown in Fig. 7. From Fig. 7, we see that 
increasing the annular flow rate from an MFR of zero to 0.37 
(with inner jet Reynolds and swirl numbers held constant) has 
only a small impact on the position and length of the wall-
bounded recirculation region. However, the film cooling effect 
of the annular jet is readily apparent when comparing these two 
cases as the normalized Nusselt numbers decrease by a factor of 
about two at all streamwise locations. Further increasing the 
MFR to 1.5 and 2.8 shifts the separation and reattachment loca
tions downstream more noticeably and greatly compromises the 
peak heat transfer coefficients. This feature is in sharp contrast 
with the case of unswirled inner jet where there was no evidence 
of a recirculation region adjacent to the wall for an MFR of 2.7. 
Apparently then, the centrifugal forces associated with the swirl
ing flow are sufficiently strong to allow the inner jet to penetrate 
the annular flow. The average heat transfer enhancement over the 
length of the test section due to swirling of the inner jet is no
ticeable, but small for an MFR of 2.7. Finally, at an MFR of 8.3, 
Fig. 7 shows that the Nusselt number decreases monotonically 
and has about the same magnitude as it did for an unswirled inner 
jet. Thus, swirling of the inner jet is inconsequential at suffi
ciently high MFR because the annular flow dominates heat trans
fer rates. 

Figure 7 suggests the presence of wall-bounded recirculation 
for MFRs of 0.37 and 2.7, while the cold-flow velocity measure
ments presented in Fig. 2 show little evidence of same, or alter
natively suggest that any such region would have to be very thin. 
The heat transfer measurements were performed by heating the 
fluid at the tube wall, thereby decreasing its density, so that cen-

Fig. 8 Peak Nusselt numbers and their locations 

trifugal forces act to encourage recirculation near the wall. Thus, 
conditions for flow field and heat transfer measurements were 
subtly different. Similarly, a hot flow issuing into a cool test 
section can be expected to exhibit somewhat different flow field 
and heat transfer behavior, as the centrifugal forces result in a 
stable flow. 

Figure 8 is a composite of maximum Nusselt numbers and 
their locations. The location of peak Nusselt numbers, and hence 
the reattachment points, is nearly independent of Reynolds num
ber, but a strong function of swirl number and MFR. However, 
the magnitude of the peak Nusselt number depends in a compli
cated way on the Reynolds number. By normalizing the local 
Nusselt number with a fully developed value, essentially a Reos 

dependence has been applied to the data of Fig. 8. The peak 
Nusselt numbers have some further dependence on Reynolds 
number, and a simple modification of the Reynolds number ex
ponent is insufficient to eliminate the dependence. 

Comparison With Sudden Expansion Data. In the limiting 
case of no annular flow, the heat transfer should be similar to 
that for flow through a sudden expansion. Figure 9 shows a com
parison of the present data with an unswirled inner jet to the 
sudden expansion data of Dellenback et al. (1987). At a Reynolds 
number of 30,000, the behavior of the normalized Nusselt num-

DDDDP Re=99,700, Present data 
»»»»» Ra=13fl,700, Present data 

0.5 ~ 0f>060 Re=30,200, Sudden expansion 
I *££££ Re=101,400, Sudden expansion 

Fig. 9 Comparison of the present S = 0, MFR = 0 data with those for 
unswirled flow through a sudden expansion (Dellenback et al., 1987) 
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Fig. 10 Comparison of the present S = 1, MFR = 0 data with those for 
unswirled flow through a sudden expansion (Dellenback et al., 1987) 

ber for the present experiments is nearly identical to the sudden 
expansion data. At Re = 100,000, the qualitative similarity is 
again apparent but there is a discrepancy between magnitudes of 
peak Nusselt number that will be addressed in a following para
graph. For both data sets, the normalized Nusselt numbers are 
larger for lower values of Reynolds number because Nusselt 
numbers for separated flow depend approximately on Rem, 
whereas the fully developed flow Nusselt numbers used to form 
the Nusselt number ratio depend approximately on Re08; thus 
their ratio depends on Re~013 so that heat transfer enhancements 
are larger for smaller Reynolds numbers. Figure 9 also includes 
one case with an inner jet Reynolds number of 200,000. Once 
again, the normalized Nusselt number is lowered with increasing 
Reynolds number and the streamwise location of the peak Nus
selt number does not appear to possess a significant Reynolds 
number dependence. This last conclusion is also consistent with 
heat transfer data for sudden expansion flow. 

Figure 10 shows a second comparison of the sudden expansion 
data with the present data for MFR = 0, but with the inner jet 
highly swirled. The peak Nusselt numbers are nearly coincident, 
but this is somewhat misleading at Re = 100,000 because the 
swirl number is higher for the sudden expansion data. This ob
servation is consistent with results in Fig. 9 where the coaxial jet 
experiment produced slightly higher Nusselt numbers, at least for 
Re = 100,000. The authors hypothesize that in the absence of an 
expansion face, there is less wall area at which turbulence dis
sipation occurs, resulting in slightly larger values of turbulent 
kinetic energy and higher heat transfer coefficients for the coaxial 
jet data. This cannot be completely confirmed by examining the 
velocity data because none were available for MFR = 0 in the 
coaxial jet work, but the turbulence intensity data of Fig. 3 did 
show that turbulence intensities near the beginning of the mixing 
region were higher than in the sudden expansion data of Dellen
back et al. (1988) at the same inner jet Reynolds number. Fur
thermore, because the swirled inner jet causes the wall-bounded 
recirculation region to be shortened and displaced upstream, we 
would probably expect this effect to be more dramatic in the 
swirled flows than in the unswirled flows. 

For the purely axial inner jet of Fig. 9, the small length scales 
at which turbulence dissipation occurs are lower valued for larger 
Reynolds numbers, so that the larger Reynolds number flows 
approach a fully developed heat transfer condition more quickly 
than do flows with lower Reynolds numbers. However, this ar-
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gument needs to be reconsidered when the inner jet is swirled 
(Fig. 10) because the turbulence kinetic energy produced through 
the additional shearing dominates the heat transfer. The swirl is 
slow to decay as evidenced by the persistence of the normalized 
Nusselt numbers in maintaining values near 2.5 at the end of the 
test section. These can be contrasted to the values between 1.0 
and 1.5 at the same far-downstream location when the inner jet 
is unswirled (Fig. 9). 

Conclusions 
Local heat transfer rates have been shown to be a strong func

tion of the three parameters examined herein; namely the Reyn
olds and swirl numbers of the inner jet, and the annular-to-inner 
jet momentum flux ratios. Locations of the peak Nusselt num
bers, and thus of flow reattachment points, are strongly swirl 
number and MFR dependent, but depend minimally on Reynolds 
number. For no annular flow, the heat transfer data resemble 
those for flow through a sudden axisymmetric expansion. For 
weak annular jets, a wall-bounded recirculation region is still in 
evidence in the heat transfer data, but it is elongated and located 
farther downstream. As the annular jet flow rates are increased, 
there is some point at which there does not appear to be any wall-
bounded recirculation region and the annular jet dominates the 
heat transfer so that the magnitude of inner jet swirl strength is 
inconsequential. 
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The Effect of Embedded 
Longitudinal Vortex Arrays 
on Turbulent Boundary Layer 
Heat Transfer 
Heat transfer and fluid mechanics data were obtained for a turbulent boundary layer 
with arrays of embedded streamwise vortices containing both counterrotating and co-
rotating vortex pairs. The data show that these arrays can cause both large local 
variations in the heat transfer rate and significant net heat transfer augmentation over 
large areas. Close proximity of other vortices strongly affects the development of the 
vortex arrays by modifying the trajectory that they follow. The vortices in turn produce 
strong distortion of the normal two-dimensional boundary layer structure, which is due 
to their secondary flow. When one vortex convects another toward the wall, a strong 
boundary layer distortion occurs. The heat transfer is elevated where the secondary 
flow is directed toward the wall and reduced where the secondary flow is directed away 
from the wall. When adjacent vortices lift their neighbor away from the wall, minimal 
modification of the heat transfer results. The primary influence of grouping multiple 
vortex pairs into arrays is the development of stable patterns of vortices. These stable 
vortex patterns produce vortices that interact with the boundary layer and strongly 
modify the heat transfer far downstream, even where the vortices have decayed in 
strength. 

Introduction 
Regular arrays of longitudinal vortices embedded in a turbu

lent boundary layer occur frequently behind evenly spaced pro
tuberances, as Taylor-Gortler vortices on concave surfaces, and 
behind vortex generator rows installed to increase mixing. Vortex 
arrays embedded in boundary layers cause periodic variations in 
the skin friction with a net average increase. Roughly correspond
ing increases also occur in the heat transfer. 

Early research in this area examined the effects of vortex gen
erator arrays on the mean flow with particular emphasis on skin 
friction modifications and boundary layer separation control. Im
portant early work included Schubauer and Spangenberg (1960), 
Pearcey (1961), and Spangler and Wells (1964). More recently, 
researchers including Rao and Mehrotra (1983) and Brown 
(1983) have addressed the specific application of vortex arrays 
to aircraft. All this research has led to extensive use of vortex 
generator arrays on modern aircraft (cf. Stein, 1985). Similarly, 
Brown (1968) and Senoo and Nishi (1973) found dramatically 
improved conical diffuser performance using vortex generator 
arrays. More detailed fluid dynamics research on vortex/bound
ary layer interactions has been devoted to developing adequate 
turbulence models to represent these complex flows. This re
search includes the work of Bradshaw and co-workers (Mehta et 
al , 1983; Shabaka et al., 1985; Mehta and Bradshaw, 1988; Cut
ler and Bradshaw, 1987; Westphal et al., 1987a, b; and Takagi 
and Sato, 1983). 

There have also been a few studies on the heat transfer effects 
of vortex arrays. The bulk of this has been for laminar flows 
where vortex generators have produced large increases in the heat 
transfer rate (cf. Russell et al., 1982; Turk and Junkhan, 1986). 
Fiebig and co-workers (cf. Fiebig et al., 1986) have explored 
improvements in heat exchanger performance by punching arrays 
of vortex generators into the fins. They have reported consider-
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able success with a variety of configurations all in the laminar 
regime. In the turbulent regime, McEwan (1961) measured the 
spanwise-averaged heat transfer coefficient with and without vor
tex generators finding no significant change. However, later work 
by Edwards and Alker (1974) showed large increases in heat 
transfer using arrays of cubes or vortex generators. Hsi and Mer-
oney (1975) examined the effects of arrays of vortex generators 
on the mass transport in a developing channel flow finding in
creases ranging from 29 to 88 percent. However, their measure
ment technique based on naphthalene sublimation was highly 
uncertain and the results showed variations in excess of ±50 
percent. More recently Eibeck and Eaton (1985, 1986, 1987) 
examined the heat transfer effects of a single longitudinal vortex 
interacting with a turbulent boundary layer. They found large 
local variations in the heat transfer coefficient and a significant 
average increase. Detailed velocity and temperature measure
ments showed that the boundary layer structure near the wall was 
not much different than an ordinary turbulent boundary layer. 
Both the velocity and temperature profiles collapsed onto the 
standard laws of the wall when normalized using the local skin 
friction measurements. Wroblewski and Eibeck (1991) explored 
the details of the turbulent heat flux in the vicinity of an embed
ded vortex and found that it was well represented by an eddy 
diffusivity model. They found that the turbulent heat flux was 
augmented more than the shear stress. Ligrani and co-workers 
(Ligrani et al., 1988, 1991; Ligrani and Schwartz, 1990) exam
ined the interaction of an embedded vortex with film cooling jets, 
motivated by turbomachinery applications. They found that the 
vortices significantly modified the distribution of the cooling flow 
and observed complex interactions between jets and vortices. 
' This paper addresses the augmentation of turbulent boundary 
layer heat transfer by arrays of embedded vortices. The paper 
builds upon the parametric investigation of the mean flow and 
vorticity development presented by Pauley and Eaton (1988b) 
for vortex pairs and vortex arrays. That work and previous work, 
notably that of Pearcey (1961), has shown that the strength of 
the vortex interaction with the wall is strongly dependent on the 
arrangement of vortices in the array. For example, considering 
only vortex pairs, three arrangements are possible: corotating 
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pairs and counterrotating pairs with the flow between the vortices 
directed either toward or away from the wall. In a corotating pair 
one vortex is lifted away from the wall while the other is pushed 
toward the wall by mutual induction. Eventually, if the vortices 
are strong enough, they will coalesce into a single large vortex. 
Vortices in a counterrotating pair with the common flow directed 
away from the wall are driven toward one another by the image 
vortices. As they approach each other they are lifted rapidly out 
of the boundary layer. Based on previous skin friction measure
ments (cf. Mehtaetal., 1983; Pauley and Eaton, 1988b), it seems 
like such a pair would have a relatively minor effect on the heat 
transfer rate. On the other hand, the vortices of the counterrotat
ing pair with the opposite sense are driven toward the wall and 
away from each other. The strength of the interaction is depen
dent on the initial vortex spacing. 

The goal of this research was to relate the behavior of flow 
patterns observed for streamwise vortex arrays to the resulting 
heat transfer performance both locally and globally. By observ
ing the heat transfer behavior side by side with the flow mea
surements it is possible to generalize much of the previous lit
erature. Details of several vortex pairs and two representative 
vortex arrays are presented in order to understand the heat trans
fer effects of these interactions on the integrated behavior of 
counter- and corotating vortex arrays. 

Experimental Apparatus 
The experiments were carried out in the two-dimensional 

boundary-layer wind tunnel described by Eibeck and Eaton 
(1987). This is a blower-driven wind tunnel that includes in or
der a large air filter, a 5 hp blower, a diffuser and set of grids to 
remove flow nonuniformity, a honeycomb consisting of uni
formly packed plastic soda straws, three 24 mesh wire screens, 
and a 4.8:1 two-dimensional contraction designed with a sym
metric fifth order polynomial profile. The flow conditioning pro
duced mean flow uniformity at the contraction exit of better than 
1 percent and a free-stream turbulence intensity of approximately 
0.2 percent. The test section (shown in Fig. 1) is a constant area 
duct, which is 13 cm high by 61 cm in span and 210 cm in length. 
The experiments were conducted at a nominal free-stream veloc
ity of 16 m/s although there was a weak favorable pressure gra
dient due to boundary layer growth. From the contraction inlet 
to the final measurement station at x = 188 cm the free-stream 
velocity increased by approximately 4 percent. The boundary 
layers on all four test section walls were tripped using a 0.16 by 
1.27 cm phenolic strip glued to the walls 4 cm downstream of 
the contraction exit. Integral parameters of the two-dimensional 
boundary layer are reported in Table 1. Pauley and Eaton 
(1988a) reported detailed comparisons of the turbulence quan
tities including the three normal stress components, the Reynolds 
shear stress, and the turbulence spectra, to the data of Klebanoff 
(1954), Purtell et al. (1981), and Murlis et al. (1982). The ex
cellent agreement demonstrated that the undisturbed boundary 
layer behaves as a canonical two-dimensional boundary layer. 

Nozzle 
5:1 Contraction 

Test Section 
Dimensions: Span: 61 cm 

Width: 13 cm 

UCL= 16 m/s 

Fig. 1 The turbulent boundary layer test facility 

Boundary Layer Thickness 

3.3 cm 

The boundary layer on the opposite wall developed identically 
because unused probe access slots were filled with flush-fitting 
plugs and the slot in use was closed with a flexible rubber seal. 

The heat transfer coefficient was measured using the constant 
heat flux plate described by Eibeck and Eaton (1987). The plate 
contains 160 thermocouples arranged in dense spanwise rows to 
provide a spatial resolution of 0.6 cm. The thermocouples are 
positioned over only one half of the heat transfer surface, which 
can then be used in two orientations, effectively doubling the 
number of thermocouple positions available. Eibeck and Eaton 
(1985) estimated the uncertainty in the heat transfer coefficient 
to be ±5 percent with the main contributors being uncertainties 
in the individual thermocouple calibrations, in the actual power 
delivered to the surface, and in the back loss corrections. These 
uncertainties were combined using the method of Kline and 
McClintock. Statistical uncertainties were eliminated by acquir
ing large numbers of samples under computer control. The un
certainty estimate was shown to be conservative by comparison 
of the two-dimensional data to well-established correlations. The 
measurements were repeatable within ±2 percent allowing de
tailed comparison among different cases. 

All three mean velocity components were measured using a 
miniature five-hole pressure probe positioned using a two-axis 
computer-controlled traverse. The probe was calibrated using the 
scheme outlined by Westphal et al. (1987a, b) , which decouples 
the yaw and pitch response. The five-hole tip was 2.7 mm in 
diameter with 0.4 mm diameter pressure ports on 45 deg facets. 
The six pressures (five ports plus reference dynamic pressure) 
were measured using a single Celesco P7D pressure transducer 
(±0.7 kPa range) multiplexed through a custom-built manifold 
and computer-controlled solenoid valves. Using a single-pressure 
transducer eliminates any potential uncertainty due to transducer 
drift. One thousand samples were acquired for each pressure 
measurement making statistical errors in the pressure measure
ment negligible. The linear velocity gradient correction devel
oped by Westphal et al. (1987) was used to correct for flow angle 
bias, which occurred when the relatively large probe operated in 

Nomenclature 

C = specific heat at constant pressure 
h = heat transfer coefficient 

= qll{Ta - T.) 
d = vortex generator spacing 
h = vortex generator height 
/ = vortex generator length 

q'i = wall heat flux 
St = Stanton number 

= h/PCU„ 
T = temperature 

T0 — wall temperature 

U, V, W = mean velocity components 
in x, y, and z directions, re
spectively 

U„ = free-stream velocity 
x, y, z = streamwise, wall normal, 

and spanwise components 
of Cartesian coordinate sys
tem 

r = positive circulation (only 
positive regions included, 
see text) 

<599 = location where if = 0.99£/oo 
(boundary layer thickness) 

p = fluid density 
4> — vortex generator angle of attack 

fiA = streamwise vorticity 

Subscripts 
e = evaluated at outer edge of bound

ary layer (y = <599) 
cl = evaluated at the wind tunnel cen-

terline 
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Table 1 Two-dimensional hydrodynamic 
parameters 

X U„ (5g9 6* 0 H Rce ur 

(cm) (m) (cm) ( c m ) ( c m ) • (m) 

66 15.62 1.59 .249 .176 1.415 1790 .669 
97 15.86 1.88 .307 .215 1.427 2220 .659 
142 15.74 2.29 .377 .268 1.408 2770 .640 
188 16.37 2.67 .423 .308 1.373 3322 .662 

and thermal boundary layer 

%f A99 A2 RcA St 
(cm) (cm) 

.00186 -

.00175 .904 .118 1223 .00259 

.00166 1.20 .155 1557 .00245 

.00165 2.57 .220 2244 .00203 

a steep velocity gradient. Westphal et al. estimated the uncer
tainty to be 1.5 percent of the velocity magnitude and 0.3 percent 
of the flow angle using an identical probe in a similar flow. The 
dominant contributor was the uncertainty in the calibration data 
and the deviation of the data from the calibration functions used. 
Further evidence of the low uncertainty was provided by com
parison to multicomponent hot-wire measurements at over 1000 
positions in the present experiments. The agreement was within 
the uncertainty limit at all but one measurement point. 

The arrays of longitudinal vortex pairs were generated using 
half-delta-wing vortex generators mounted on the test wall. The 
vortex generators were located 53 cm downstream of the bound
ary layer trip at a point where the undisturbed boundary layer 
thickness was 1.3 cm and the momentum thickness Reynolds 
number was 1700. Various vortex orientations were obtained by 
varying the spacing and angle of attack of the generators. The 
vortex generators used were half-delta-wings with a height of 2 
cm and a length of 5 cm. The spacing between the generators 
was measured at their midlength and their angles of attack were 
measured between the vortex generators and the test wall cen-
terline. 

Results and Discussion 
The results are described in two parts, the first of which de

scribes measurements with pairs of counterrotating vortices. This 
section illuminates the physical mechanisms and the degree to 
which vortices can modify the heat transfer rate. The second sec
tion describes measurements on two representative vortex arrays, 
which allows assessment of the integrated effect of a periodic set 
of vortex generators. In all cases, the vortices must be considered 

fairly weak with maximum secondary flow angles less than 
25 deg. 

Vortex Pairs. Previous research on vortex pairs has shown 
that common-flow-down vortex pairs cause the strongest bound
ary layer distortion over the greatest streamwise extent (cf. 
Pauley and Eaton, 1988b). A vortex pair with common flow 
down moves apart as it develops in the streamwise direction 
because of the image flow due to the wall, producing an ever-
widening region of boundary layer thinning between the vortices. 
Convection of each vortex by the flow field of the other holds 
the vortices close to the wall. Two parameters were varied in
dependently in studying these pairs, the spacing between the vor
tices and the vortex generator angle of attack. The spacing be
tween the vortex generators was varied from 2 cm to 14 cm while 
holding the angle of attack of the generators at 18 deg. Holding 
the spacing between the generators fixed at 4 cm, the angle of 
attack of the generators was varied from 6 deg to 24 deg. It was 
found that over this range the circulation of the vortices increased 
almost linearly with the angle of attack of the vortex generators 
and was nearly independent of generator spacing (see Table 2). 
For each of these cases Stanton number measurements were per
formed and one plane of mean flow data was obtained near the 
leading edge of the heat transfer surface. The case with generator 
spacing of 4 cm (two generator heights) and an 18 deg angle 
of attack was chosen as the "base case" for purposes of com
parison. 

The secondary velocity data for one-half of a plane 97 cm 
downstream of the boundary layer trip for the base case are 
shown in a Y -Z plane looking downstream in Fig. 2(a) . At this 
streamwise location, 44 cm downstream of the vortex generators 
(22 generator heights), the maximum secondary flow angle is 15 
deg. The secondary flow vectors show the character of the em
bedded vortices, which appear similar to Rankine vortices with 
images to account for the effects of the solid wall. The vortices, 
while only moderate in strength, have a dramatic effect on the 
boundary layer. The streamwise velocity contours for the same 
location are shown in Fig. 2(b). Here the outer contour indicates 
the location of the edge of the boundary layer, <599. The interval 
between successive contours is 5 percent of the free-stream ve
locity. The boundary layer is thinned in the regions where the 
secondary flow is directed toward the wall and thickened where 
the secondary flow is directed away from the wall. Because the 

Table 2 Vortex strength and heat transfer parameters 

Common 
Flow 

Angle Spacing 
(degrees) (cm) 

Positive 
Circulation 
r/Ue (cm) 

Maximum 
Vorticity Maximum Minimum Centerline 

St(x1000) St(x1000) St(x1000) 

Down 

Down 

Down 

Down 

Down 

Down 

Down 

Down 

Down 

Up 

Up 

Up 

Up 

18 

18 

18 

18 

18 

18 

6 

12 

24 

18 

18 

18 

18 

2 

3 

4 

6 

10 

14 

4 

4 

4 

4 

6 

10 

14 

1.06 

1.15 

1.19 

1.20 

1.16 

1.19 

0.47 

0.83 

1.37 

1.10 

-
--
-

0.61 

0.83 

0.85 

0.85 

0.79 

0.80 

0.25 

0.57 

0.85 

.625 

--
~ 
--

3.26 

3.36 

3.34 

3.30 

3.29 

3.31 

3.17 

3.35 

3.34 

2.97 

3.15 

3.34 

3.38 

2.41 

2.43 

2.39 

2.41 

2.37 

2.44 

2.51 

2.41 

2.46 

2.72 

2.60 

2.30 

2.40 

3.01 

3.00 

3.01 

2.92 

2.78 

2.77 

3.11 

3.12 

2.96 

2.72 

2.60 

2.30 

2.48 
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Common Down a t X-97 cm, V o r t i c i t y 

E 

> 

Z(cm) 

Fig. 2(a) Common-flow-down (BASE CASE) with h = 2 cm, d : 

and tf) = 18 deg at X = 97 cm; secondary velocity vectors 
4 cm, 

vortex is formed by rolling up the boundary layer, a velocity 
deficit forms in the central "core" region of the vortex as indi
cated by the streamwise velocity contours. 

The secondary velocity measurements were used to determine 
the streamwise vorticity at each data point by computing cubic 
splines through the data points and analytically differentiating 
these splines to form the terms of the streamwise vorticity: 

The uncertainty in this is affected by the uncertainty in the sec
ondary velocity measurements and the inability of the spline 
functions to represent the velocity profile precisely. Positioning 
uncertainty is insignificant (<0.0003 cm). Combining the un
certainty contributions following Kline and McClintock yields 
an overall uncertainty of 8 percent for normalized vorticity values 
above 0.1 1/cm and 10-15 percent for smaller values. The vor
ticity field for the base case is shown in Fig. 2(c) . Normalized 
contours (£lJUe) out to the 0.2 1/cm contour are quite circular. 
The interaction of the secondary flow and the no-slip condition 
at the wall produces negative vorticity, which is converted by 
the primary vortex and accumulates on the upwash side of the 
vortex. As the vortex develops downstream, the accumulation of 
negative vorticity grows, but a clear rollup of a secondary vortex 
is never observed. 

The circulation of the vortices was calculated at the X = 97 
cm station to compare the strength of the vortices formed by 
different arrangements of generators. Circulation was calculated 
by integrating all positive vorticity values in a half-plane (Z > 
0), which reduces to calculating secondary velocity differences 
at the edge of the positive vorticity domain. The computer code 

Common Down a t X=97 cm. Ax ia l Ve loc i ty 

Z (cm) 

Fig. 2(b) Common-flow-down (BASE CASE) with h = 2 cm, d = 4 cm, 
and <f> = 18 deg at X = 97 cm; streamwise velocity contours; contour 
values: U/Ue = 0.99, 0.95, 0.90, 0.85, 0.80, 0.75,0.70,0.65,0.60, 0.55,0.50 

Z (cm) 

Fig. 2(c) Common-flow-down (BASE CASE) with h = 2 cm, d = 4 cm, 
and <f> = 18 deg at X = 97 cm; streamwise vorticity contours; contour 
values: SIJU. = ±0.02, 0.05, 0.1, 0.2, 0.4, 0.6, 0.9,1.2 (1/cm) (dotted lines 
are negative values) 

used introduced less than a 1 percent error in circulation given 
an analytical velocity field and the data spacing used in the ex
periment. Therefore, the only significant contributor to the un
certainty is that in the relative secondary velocity between points 
on opposite sides of the domain. Combining all of these small 
contributions at constant confidence level produces an uncer
tainty estimate of 0.06 1/cm or about 5 percent of the base case 
circulation. The measurements were repeatable to within 0.03 1/ 
cm, lending some credence to this estimate. Additional bias is 
introduced if significant positive vorticity is present below the 
bottom row of measurements. The error is difficult to evaluate 
but may produce up to a 5 percent additional error. 

Pauley and Eaton (1988b) have discussed the development of 
the vorticity and vortex strength of these vortices. While com
mon-flow-down vortices never interact strongly, the peak lon
gitudinal vorticity decays rapidly as the vortex grows in size. The 
strength of the vortices generated was found to be independent 
of delta wing spacing for separations greater than two generator 
heights. Closer spacing of the vortex generators slightly inhibits 

Fig. 3 Streamwise velocity contours for common-flow-down pairs with 
h - 2 cm, <f> = 18 deg, and d = 2, 6,10,14 cm atX = 97 cm 
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Fig. 4(a) Spanwise profiles of Stanton number for common-flow-down 
pairs with h = 2 cm, <p = 18 deg, and d = 2, 3, 4, 6, 10, 14 cm at X = 97 
cm 

.0016 

Fig. 4(b) Spanwise profiles of Stanton number for common-flow-down 
pairs with h = 2 cm, 0 = 18 deg, and d = 2, 3, 4, 6,10,14 cm at X = 188 
cm 

their ability to generate a vortex. It was found, however, that once 
generated, the rate of circulation decrease in the streamwise di
rection was the same for all vortex generator spacings. 

Full planes of three-component velocity data and spans of 
Stanton number were collected for each common-flow-down 
configuration at X = 97 cm. The effect of varying the vortex 
spacing on the degree of boundary layer thinning between the 
vortices is shown in Fig. 3. The level of boundary layer thinning 
between the vortices decreases with increased vortex spacing but 
is still significant even at the largest vortex spacing. 

The impact of varying the vortex spacing on the heat transfer 
sAX = 97 and 188 cm is shown in Figs. 4(a, b) and summarized 
in Table 2. Each case shows a very similar profile; there is a peak 
in the Stanton number beneath the downwash side of each vortex, 
a dip on the upwash side, and a central region of augmented heat 
transfer between the vortices. The peak augmentation is approx
imately 30 percent and the minimum value is 8 percent below 
the undisturbed level for all cases. The strong gradients in the 
Stanton number near each vortex are caused by changes in the 
lateral divergence. The peak Stanton number corresponds to the 
point where the flow toward the wall is strongest, producing 
strong lateral divergence and a very thin boundary layer. There 
is lateral convergence on the other side of each vortex, producing 
an upward flow and thickening of the boundary layer. The de
crease in heat transfer there is less than the increase on the op
posite side because of the strongly nonlinear relationship between 
boundary layer thickness and Stanton number. The main differ
ence between the cases is in the centerline region. The closely 
spaced case with 2 cm spacing produced a 12 percent heat trans
fer increase on the centerline. For larger spacings, the boundary 
layer thinning on the centerline was not so pronounced but even 
at the widest spacing the centerline heat transfer is still enhanced 
by 5 percent. The difference between the minimum and maxi
mum values of the Stanton number remains nearly constant over 
the length of the test surface while the difference between the 
centerplane Stanton number and the undisturbed boundary layer 
decreases slightly. In general the level of heat transfer distortion 
increases on a percentage basis moving downstream with the 
ratio of maximum to minimum Stanton number increasing from 
38 percent at X = 97 cm to 41 percent at X = 188 cm. This 
increase on a percentage basis is because the magnitude of the 
heat transfer coefficient is decreasing as the boundary layer de
velops. 

These data indicate that the highest performance heat transfer 
will be obtained by placing the vortices as close as possible to 
allow more generators to be placed in a given area. Practical 
spacing limits exist for counterrotating arrays because vortices 
with flow between them directed away from the wall convect 
each other out of the boundary layer when they get sufficiently 
close (see common-flow-up pairs below). Both boundary layer 

thinning and heat transfer enhancement in the region between the 
vortices were surprisingly persistent, extending to the largest vor
tex spacing studied (14 cm or seven generator heights). 

For angles of attack less than 18 deg the strength of the vortex 
pair increases linearly with angle of attack. Beyond 18 deg the 
rate of increase declines as expected for a delta wing generator 
(see Pauley and Eaton, 1988b). Contours of streamwise velocity 
for several different angles of attack but with a fixed generator 
spacing are shown in Fig. 5. The level of boundary layer thinning 
is not affected by increasing the generator angle. Instead, the 
width of the thinned region is increased. The insensitivity of the 
boundary layer thickness between the vortices to vortex strength 
is apparently due to offsetting effects; the stronger image flow of 
the stronger vortices carries them farther apart and as a result, 
the secondary velocities directed toward the wall and the corre
sponding lateral divergence in the centerplane region are approx
imately the same for all cases. This results in a boundary layer 
between the vortices with the same boundary layer thickness but 
with increased width. 

The Stanton number distribution for several angles of attack 
atX = 97 c m a n d X = 188 cm is shown in Figs. 6(a) and 6(b). 

6 degrees 

Fig. 5 Streamwise velocity contours for common-flow-down pairs with 
h = 2 cm, d = 4 cm, and </> = 6,12,18, 24 deg at X = 97 cm 
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04 

Fig. 6(a) Spanwise profiles of Stanton number for common-flow-down 
pairs with h = 2 cm, d = 4 cm, and </> = 6,12,18, 24 deg at X = 97 cm 

The minimum and maximum values of Stanton number are 
nearly independent of the generator angle with only slightly 
lower peaks present for the 6 deg case. The level of heat transfer 
augmentation between the vortices is high for all angles and is 
also relatively independent of angle of attack at X = 97 cm. The 
spanwise extent of heat transfer augmentation increases with an
gle of attack as expected from the streamwise velocity contours. 
At X = 188 cm the behavior was qualitatively similar except on 
the centerline. At this downstream location the vortices due to 
the smallest angle of attack generators, 6 deg, actually produced 
the maximum heat transfer enhancement. Both the angle-of-at-
tack independence of the Stanton number peaks and the large 
centerline enhancement found for the smallest angle of attack are 
surprising results. These results suggest a complex interaction 
between the vortices in addition to the modification produced by 
the vortices on the boundary layer. 

Four different cases of equal strength, counterrotating vortices 
with the common flow up were investigated. The parameter var
ied in this study was the vortex generator spacing. The image 
flow causes the vortices to move toward the centerline until they 
get close enough together that the effects of the images nearly 
cancel each other. As they move close to each other at the cen
terline the vortices convect each other away from the wall. The 
common-flow-up vortices thus' interact strongly with each other, 
but only weakly with the viscous flow near the wall and their 
image vortices. This is the opposite of the common-flow-down 
pair. 

The common-flow-up pair with the closest spacing (4 cm) dis
played strong vortex interaction. The pair produced a strong ver
tical flow directed away from the wall between the two vortices. 
The secondary flow due to one vortex was significant in the vi-

~ 4 cm 

• 

• 

,' U/Ue=.99-

-

Fig. 7 Axial velocity and vorticity contours for common-flow-up pairs 
with h = 2 cm, $ = 18 deg, and d = 4,10,14 cm atX = 188 cm 

cinity of the other vortex and served to lift its neighbor away 
from the wall. For this case the vortices modified the boundary 
layer only over a relatively limited axial distance. Vorticity con
tours measured at X = 188 cm for three different initial vortex 
spacings are shown in Fig. 7. The edge of the boundary layer is 
also indicated as a heavy dotted line. The vortices with the small
est initial spacing lift completely out of the boundary layer (and 
the measurement domain) before reaching the farthest down
stream location. The vorticity contours are elongated in the ver
tical direction indicating a significant interaction between the two 
vortices. The vortices, which started with an intermediate initial 
spacing (10 cm), lift somewhat but are still low enough to cause 
significant boundary layer perturbation. The vortex pair with the 
greatest initial spacing (14 cm) is still well embedded in the 
boundary layer, causing a significant perturbation to the bound
ary layer thickness. The vorticity contours remain round with no 
evidence of either vertical or horizontal elongation, which is typ
ical of strong interaction with a neighboring or image vortex, 
respectively. At large initial spacing, the secondary velocities 
decay before the vortices approach close enough to convect each 
other out of the boundary layer. By the downstream measurement 
location (X = 188 cm) the secondary velocities are too weak to 
distort the vortex significantly. 

Increasing the spacing of the vortices produces a dramatic in
crease in the heat transfer augmentation because vortices with 

Fig. 6(b) Spanwise profiles of Stanton number for common-flow-down 
pairs with h = 2 cm, d = 4 cm, and <f> = 6,12,18, 24 deg at X = 188 cm 

Fig. 8(a) Spanwise profiles of Stanton number for 
pairs with h = 2 cm, $ = 18 deg, and d = 4,10,14 cm 

common-flow-up 
at X = 97 cm 
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Fig. 8(6) Spanwise profiles of Stanton number for common-flow-up 
pairs with h = 2 cm, $ = 18 deg, and d = 4,10,14 cm at X = 188 cm 
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Fig. 9 Alternating array with h = 2 cm, d = 10 cm, D = 10 cm, and </> •-
18 deg; axial velocity and vorticity contours a tX = 66, 97,142,188 cm 

larger initial spacing are less able to lift their neighbor away from 
the wall. The heat transfer augmentation for four spacings of the 
generators is shown at two streamwise locations in Figs. 8(a) 
and 8(£>). The closely spaced common-flow-up pair (4 cm) does 
not strongly affect the heat transfer. There is some heat transfer 
augmentation in the region just outboard of the pair (about 6 
percent) where there is moderately strong downwash due to the 
vortices. The heat transfer augmentation decreases to nearly zero 
in the streamwise direction as the vortices lift out of the boundary 
layer. The vortex with the greatest spacing, 14 cm, produces 
about the same peak and minimum heat transfer coefficient as 
observed for the common-flow-down pairs. Here there is only a 
weak interaction between the vortices of the pair. At X = 97 cm 
the peak Stanton number rises with increasing spacing up to 10 
cm. Beyond this spacing the peak remains nearly the same. Span-
wise integration over the profile indicates that the 10 cm spacing 
would provide the maximum net heat transfer augmentation at 
this upstream location. Looking at the downstream profiles it is 
observed that the pairs with less than 14 cm original spacing have 
a significantly reduced heat transfer augmentation. If the maxi
mum heat transfer augmentation is desired for a greater stream-
wise extent, then this larger initial spacing between the common-
flow-up vortices would be desirable. 

Vortex Arrays. In applications of counterrotating vortices 
the vortex generators are usually arranged to produce pairs alter
nating between common flow up and common flow down. To 
determine if regular arrays produce different vortex development 
than produced by pairs, a counterrotating array was used. This 
array was chosen using design guidelines reported by Pearcey 
(1961) to produce the maximum degree of boundary layer thin
ning over the available length of test section. The vortex gener
ators were spaced 10 cm (five generator heights) apart with an 
angle of attack of 18 deg and the sign of the angle of attack was 
alternated. Three pairs of generators were used with the six vor
tex generators placed at z = ±5 cm, ±15 cm, and ±25 cm. 

The streamwise development of the vorticity and the corre
sponding edge of the boundary layer are shown in Fig. 9. Pauley 
and Eaton (1988b) observed that the magnitudes of the vortex 
strengths and the streamwise rate of decay of the vortices ob
served for this array closely matched that of the common-flow-
up pair with the same initial spacing (10 cm). Comparing Figs. 
9 and 7 we see that the positions of the vortices and shapes of 
the vorticity contours at X = 188 cm were the same as well. The 
common-flow-up interaction is dominant in determining the 
shape of the vorticity contours in this array because the image 
flow rapidly drives the array into a set of common-flow-up pairs. 
The extent of the common-flow-down region is limited in the 
array configuration because the vortices encounter an adjacent 
pair. At X = 188 cm the spacing between the vortices is 17 cm 

instead of 22 cm as seen for the common-flow-down pair with 
10 cm generator spacing. 

The heat transfer coefficient downstream of this array is shown 
in Fig. 10. The distribution of the heat transfer coefficient in the 
central region of the array is similar to that produced by a com
mon-flow-up pair with 10 cm spacing. There is a 6 percent in
crease between the common-flow-down pairs. This is similar to 
the behavior seen for the common-flow-down pair with a slightly 
smaller initial spacing. Downstream where the vortices have 
lifted themselves out of the boundary layer, the peaks in heat 
transfer augmentation become less pronounced and a 7 to 18 
percent level of heat transfer augmentation is seen across the 
channel. This array produces roughly a 10 percent integrated heat 
transfer augmentation over the heat transfer measurement region 
( — 15 cm < z < 15 cm). 

In order to study the development of corotating vortices in a 
stable configuration and to measure their decay rate in the ab
sence of the merging process, a regular array was constructed 
with a spacing of three generator heights. A total of six generators 
was used, located at z = ±3 cm, ±9 cm, and ±15 cm. The 
streamwise development of the vorticity contours and of the outer 
axial velocity contour for this regular array are shown in Fig. 11. 
The vortices move laterally across the tunnel at a rate approxi
mately 1.5 times larger than an isolated vortex due to the com
bined effects of all of the image vortices and a spanwise flow 
along the wall that is set up around the wind tunnel by this array 
of generators. The vortices on the ends were convected out of 
position somewhat by their neighbors, but vortices in the middle 
of the array remained in a stable position. It should be noted that 
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the wind tunnel was 60 cm wide so the vortices were not con
strained by the sidewalls as might be suggested by the figure. 

The rate of vorticity spreading is quite similar to that observed 
for a common-flow-down vortex pair with the same initial spac
ing. This indicates that the vortices in the array are essentially 
independent. An isolated vortex has a region of negative (sec
ondary) vorticity on the upwash side. However, in the corotating 
array the primary vortex is surrounded by two regions of negative 
vorticity. This apparently has little effect on the diffusion of vor
ticity away from the primary vortex. 

The heat transfer distribution shown in Fig. 12 for this array 
indicates that the array exhibits a heat transfer performance sim
ilar in character to that seen for the corotating pairs that were 
sufficiently far apart to avoid merging. The corotating array pro
duces a heat transfer augmentation that oscillates between about 
a 20 percent augmentation in the strong downwash region of a 
vortex to negligible heat transfer enhancement in the strong up-
wash region of a vortex. This array produces roughly a 13 percent 
augmentation of the heat transfer over the entire surface, which 
is somewhat higher than observed for the alternating array. 

Conclusions 
Summarizing these results, we have examined the interactions 

of several vortex pairs embedded in an otherwise two-dimen
sional turbulent boundary layer. Qualitatively the vortices move 
about the flow field as would be expected from potential flow 
theory with some allowance for the presence of induced vortices. 
The major mean effects of the pairs are the thickening of the 
boundary layer in regions where the secondary flow is away from 
the wall and thinning where this flow is toward the wall. 

Close proximity of other vortices strongly affects the spreading 
of the vorticity. This is seen as a more rapid drop in peak vorticity 
and a growth of the vortex. The heat transfer modification pro
duced by the vortex was strongly dependent on vortex interac
tion. The situation where one vortex convects another toward the 
wall produced a very strong boundary layer modification and 
high heat transfer coefficient in the vicinity of the vortex close 
to the wall. A designer wishing to avoid the damaging effects of 
high heat transfer due to embedded vortices would wish to avoid 
this type of interaction. Common-flow-up vortices lift their 
neighbor away from the wall, decreasing the heat transfer aug
mentation provided by the vortices. A designer wishing to obtain 
the maximum heat transfer augmentation will avoid common-
flow-up vortices that are in close proximity. Either the corotating 
or the counterrotating array can be designed to produce a signif
icant net heat transfer augmentation. Because the design of the 
corotating pairs is less critical, they may provide the more prac
tical choice in many applications. 

Z (cm) 

Fig. 11 Axial velocity and vorticity contours for corotating array with h 
= 2 cm, D = 6 cm, and 4> = 18 deg at X = 66, 97,142,188 cm 
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Comparison of Wing-Type Vortex 
Generators for Heat Transfer 
Enhancement in Channel Flows 
Longitudinal vortices can be generated in a channel flow by punching or mounting 
small triangular or rectangular pieces on the channel wall. Depending on their forms, 
these vortex generators (VG) are called delta wing, rectangular wing, pair of delta 
winglets, and pair of rectangular winglets. The heat transfer enhancement and the 
flow losses incurred by these four basic forms of VGs have been measured and 
compared in the Reynolds number range of 2000 to 9000 and for angles of attack 
between 30 and 90 deg. Local heat transfer coefficients on the wall have been 
measured by liquid crystal thermography. Results show that winglets perform better 
than wings and a pair of delta winglets can enhance heat transfer by 46 percent at 
Re = 2000 to 120 percent at Re = 8000 over the heat transfer on a plate. 

Introduction 
In plate-fin or fin-tube heat exchangers the flow between 

the plates can be considered as a channel flow. For reduction 
of the thermal resistance, the heat transfer coefficient needs 
to be augmented. The heat transfer coefficient can be increased 
by wing-type vortex generators (KG), which can be punched 
from the plates or attached to them, Fig. 1. Depending on 
their form these vortex generators can be called delta wing, 
rectangular wing, and corresponding winglets. The vortex gen
erators, while remaining attached to the plate at the base, stick 
out in the flow with an angle of attack with the main flow 
direction. They generate longitudinal vortices along their lead
ing edges. These vortices turn the flow field perpendicular to 
the main flow direction and enhance mixing between the fluid 
close to the fin and the fluid in the middle of the channel. 

The influence of longitudinal vortices on heat transfer and 
on flat plates was experimentally investigated by Edwards and 
Alker (1974), Russel et al. (1982), Turk and Junkhan (1986), 
and Eibeck and Eaton (1986). 

Russel et al. (1982) found that the rectangular winglets with 
punching on the pressure side give higher heat transfer than 
the triangular vortex generators. Fiebig et al. (1991) found that 
the delta wings are most effective per unit VG area for heat 
transfer enhancement, closely followed by the delta winglet 
pairs. Rectangular wings and rectangular winglets are much 
less effective. The experiments of Fiebig et al. (1993) have been 
performed over a Reynolds number range of 1200 to 2100 and 
for angle of attack of 10 to 50 deg. The Reynolds number, 
Re, has been defined with average velocity and the channel 
height (i.e., the spacing between the fins). Numerical simu
lations of channel flows with VG have shown that the differ
ence in performance between mounted delta wings and delta 
winglet pairs is negligible; see Brockmeier (1987). However, 
punched winglets give much better heat transfer than punched 
wings. 

Systematic experimental investigations on the influence of 
wing-type vortex generators on heat transfer and flow losses 
have been performed by the last author and his group; see 
Kallweit (1986), Fiebig et al. (1991), and Zhang et al. (1991). 
Kallweit (1986) and Fiebig et al. (1991) considered single VGs 
in the Reynolds number range of 2400 and 4200 and at angles 
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Fig. 1 Schematic of longitudinal vortex generators punched out of a 
fin: (a) delta vying, (6) rectangular wing, (c) delta winglet pair, (d) rectan
gular winglet pair 

of attack between 10 and 50 deg. The Reynolds number Re 
was defined with U the average velocity and 2H (H: channel 
height). Locally the heat transfer can be increased by several 
hundred percent, the average increase for an area 50 times the 
VG area can be as high as 60 percent; see Kallweit (1986). 
Zhang et al. (1991) investigated one row of delta wings in the 
Reynolds number range of 4000 to 16,000 and at angles of 
attack between 20 and 70 deg. He found that vortex breakdown 
occurred at angles of attack around 27 deg. But it had little 
effect (~ 4 percent) on the average heat transfer enhancement. 
While breakdown of vortices has disastrous effects on gen
erated lift, its effects on channel flow are negligible. 

Essential findings in these publications can be summarized 
as follows: 
• Wing-type vortex generators at angles of attack generate 

strong and stable vortices. 
8 The heat transfer is increased considerably over an area up 

to 100 times the vortex generator area. 
• The heat transfer increases up to angles of attack of 60 

deg. 
Although some experimental studies have been presented on 

the performance comparison of some of the four basic forms 
of vortex generators, they are not yet conclusive; see Kallweit 
(1986) and Fiebig et al. (1991). The purpose of present work 
is to compare the performances regarding heat transfer and 
flow losses of the four basic forms of longitudinal vortex 
generator (see Fig. la). The present investigations are per
formed experimentally. To this purpose, local heat transfer 
coefficients on the channel wall with punched VG are deter
mined. The detailed structure of the heat transfer coefficients 
elucidates the areas of enhanced and reduced heat transfer and 
can suggest the optimum locations of the VGs. 
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Experimental Methods and Facilities 
The experimental investigations are carried out with test 

models consisting of parallel plate channels, representing the 
test fins, with punched vortex generators in a small wind tunnel. 
Local convective heat transfer coefficients are measured on 
the model surface by liquid crystal thermography. Flow losses 
are estimated from the measured drag of the test fin. 

Wind Tunnel. Figure 2(a) shows the schematic of the wind 
tunnel. It has twin interchangeable vertical test sections (num
bered 8a and 8b) each of dimensions 160 mm x 320 mm x 800 
mm (width X breadth x length). One of the test sections is 
empty, the other contains the test model (Fig. 2b). The empty 
test section stays in the wind tunnel until the measurements 
with the test model are performed; see next section. The average 
axial velocity U in the test section can be varied from 0.4 to 
7 m/s. At the entrance of the test section the axial velocity 
distribution in the 120 mm x 240 mm core is uniform to within 
±3 percent. The air before the test section can be heated 
electrically from room temperature (20°C) to 50°C. At the 
entrance of the test section local, temperature deviations of 
0.15°C occur for an air temperature of 50°C in the core. The 
measured degree of turbulence of the axial velocity 

Tux= (u71),/2/U 

lies between 0.7 and 0.9 percent for the whole velocity range. 

Test Model. The test model consists of three parallel plates 
each with a row of three vortex generators; see Fig. 2(c). Heat 
transfer has been measured only on the middle of the central 
plate. Other plates and vortex generators ensure symmetry 
conditions. All the plates are punched for vortex generators. 
However, because of the outer boundary walls flow through 
the punched holes is negligible. The plates are made of trans
parent plastic (polycarbonate, trade name: Lexan) sheets of 
(0.8 ±0.02) mm thickness. The thermal conductivity of the 
material is 0.2 W/mK. The density and specific heat are 1220 
kg/m3 and 1170 J/kgK, respectively. 

Local Heat Transfer Measurements. Thermochromic liq
uid crystals (TLC) reflect incident monochromatic light only 
at a specified temperature. This enables one to record the 
temporal development of a specified isotherm during transient 
heating of a test surface. In the experiments, the test surface 
is first blackened for better contrast and then a thin layer of 
encapsulated TLC is sprayed on it by an air brush. The total 
thickness of the blackened test plate with liquid crystal film is 
0.84 ± 0.02 mm. The thermal conductivity of the liquid crystals 
is also 0.2 W/mK. The density and specific heat are 1020 kg/ 
m3 and 1600 J/kgK, respectively. 

The test section with the model stays outside the wind tunnel 
at room temperature Tj0 until steady flow conditions with 
constant temperature Ta (normally 42°C) are established. Then, 
the empty test section is pushed out and the test section with 
the model is pushed into the wind tunnel. The time required 
for this change is less than 1 s. Once in the tunnel, the transient 
heating of the model begins. The test surface is illuminated by 
an argon-ion laser with a wavelength of 514 nm. For the specific 
TLC the reflection of the 514 nm wavelength from the test 
surface corresponds to a local surface temperature of 30.8°C. 
The temporal development of this 30.8°C isotherm on the test 
surface is recorded by an automated camera (1 photo per 
second). 

For the determination of the local heat transfer coefficient, 
h, the investigated plate area is divided into small elements. 
With the assumptions of (1) steady incompressible flow, (2) 
negligible heat conduction on the fin surface, and (3) negligible 
temperature gradient over the fin thickness, the local heat 
transfer coefficient, h, can be derived from the energy balance 
on an element as: 

^ t o ^ > (1) 
2 / ( 7 » - Ta-Tf 

Here h is the average of the local heat transfer coefficient for 
the upper and lower sides of the fin, and t (T/) stands for the 
time interval needed to heat the element from the initial tem
perature Tf0 to 7), i.e., to 30.8°C. Only / (7» has to be 
measured to determine h. Ta is the air temperature at the inlet, 
5 is the fin thickness, pj is the density, and Cf is the specific 
heat of the fin material. The thermal boundary condition rep
resented by this method is the constant wall temperature under 
steady conditions; see Russel et al. (1982). The heat transfer 
coefficient is defined with respect to the air and wall temper
ature difference (Ta-T/) and not with the bulk temperature. 
With this h, one can define the local Nusselt number Nu = hDh/ 
k where D/, = %h is the hydraulic diameter of the channel and 
k is the thermal conductivity of the flow medium. 

The assumption of negligible temperature gradient across 
the plate is acceptable since the Biot number based on the 
measured h and the plate thickness (0.8 mm) is of the order 
of 0.12. The validity of the assumption of negligible heat con
duction along the wall has been investigated numerically. The 
computations show that for a thin wall of low thermal con
ductivity, significant heat conduction occurs only in front of 
the vortex generators where the distribution of heat transfer 
coefficients has local extrema. There the experimental error 
due to the heat conduction can reach 10 percent. These areas 
with significant error in h are, however, very small compared 
to the investigated model surface area (of the order of 2-3 
percent). So, even with the error in h due to conduction, the 

Nomenclature 

AF 
AVG 

b 
B 
cF 
cf 

<-P 

h 
h 

H 
k 

I = 

fin area 
area of the vortex generator 
base length of winglet 
breadth of the channel 
friction coefficient 
specific heat of the fin mate
rial 
pressure coefficient 
hydraulic diameter of the 
channel 
winglet height 
heat transfer coefficient 
channel height 
thermal conductivity of the 
flow medium 
span of the vortex generator 

L 
Nu 

P 
Pr 
Re 

Tf 
Tfo 

Tur 

u = 

length of the channel 
Nusselt number 
pressure 
Prandtl number 
Reynolds number 
distance between the tips of 
winglets 
time 
local fin temperature 
fin temperature at time t-0 
air temperature 
degree of turbulence of the 
axial velocity 
axial velocity 
turbulent fluctuation in u 

U = 

w = 
X = 

xv = 

* 
X = 

x' = 

0 = 
8 = 

A = 

Pf = 

average velocity in the chan
nel 
drag force 
axial distance from the test 
section entrance 
axial distance of the wing tip 
from the test section entrance 
x/(Z»„-Re-Pr) 
axial distance from the base 
of the vortex generator 
angle of attack 
fin thickness 
b2/A VG = aspect ratio of wing 
or winglet 
density of the fin material 
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Wind tunnel Stack of fins with vortex generators 

3.8 m 

Symmetry 

wind tunnel components 
1. blower 
2. expansions 
3. wide angle diffuser 
4. 90" turn around 
5. straightener chamber 
6. mixing chamber 

4,8 m 

7. nozzle 
8a. test section with model (160x320x800 mm3) 

(not shown here, see fig. 7) 
8b. test section without model 
9. heater 
10. ref. temp, sensor 

Fig. 2(a) Schematic of the wind tunnel setup 

component 
8a of 
fig. 2a 

component 
8b of 

fig. 2a 

L/b = 5.2 
L/B = 1.25 

central fin 

Heat transfei 
model 

L = 200 

Periodicity 

Fig. 2(c) Test model with vortex generator; local heat transfer is meas
ured only on the middle section of the central fin 

(b) 

HEHSI 
DW DWP RW RWP 

Fig. 2(b) Schematic of the wind tunnel test section; measurement are 
performed only on the central fin 

Fig. 3 Vortex generator geometry and notations; Fig. 3(a) shows a pair 
of delta winglets. I and II are symmetry planes; Fig. 3(b) shows elevation 
and plan view of different VGs 

error in the average heat transfer coefficient over the total area 
will be negligible. 

Drag Measurement. Because of very low pressure drops in 
the test configurations (of the order of 10~2 Pa) the additional 
flow losses due to the vortex generator within the test config
uration have been determined by measuring the drag. 

We define the drag coefficient, cF: 
2w 

pu Ap 
where w is the drag, and Apis the fin or plate area. The relation 
between cF and the pressure coefficient, cp, can be derived 
from the integration of the Navier-Stokes and the mechanical 
energy equations; see Gersten (1987). The difference between 
cF and cP can amount to 10 percent of cF for the chosen channel 
geometry with a delta wing for Re of 2000 because of the 
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Table 1 Tolerances of experimental variables 

air temperature 
fin temperature 
indication temperature of TLC coating 
plate thickness 
heating time 
velocity of air flow 

Ta 
T,„ 
TLC 
8 
t 
U 

0.2 K 
0.2 K 
0.1 K 
0.02 mm 
0.1 s 
3 % 

Table 2 Test model geometry; see also Figs. 1 and 3 

Channel: 
Height H 
Breadth B 
Length L 
Fin Area AF 

Vortex Generator: 
Angle of attack p" 

Base length b 
Span I 
Area Av0 [mm2] 
Ap'Av0 

Distance of the wingtip from 
the channel entrance x. 

Distance between tips of 
winglet pairs s 

DW 
30" 

2 H 
2 H 
800 
37.5 

H 

20 [mm] 
5 H 
15 H 
30,000 mm' 

DWP 
30° 

H 
2 H 
800 
37.5 

H 

0.2 H 

RW 
30° 

1.5 H 
1.3 H 
800 
37.5 

H 

RWP 
30° 

H/4 
2 H 
800 
37.5 

H 

0.2 H 

DW: Delta wing; DWP: Delta winglet pair; RW: Rectangular wing, RWP: Rectangular 
winglet pair 

Fig, 
the 
x' = 
2 

5 Spanwise distribution of the Nusselt numbers normalized with 
corresponding Nusselt number, Nu,0, of channel flow without VG. 
•• 0 corresponds to the rear end of the VG; Re = 4600, geometry: Table 

M 

60 

40 

20 

10 

1—• ( M i l l 

***** Re=8386 
OOOOO 6168 
DODoa 5800 
00000 2308 

Eq. (3) 
• • » 

1.6 

1 10 100 

x*105 

Fig. 4 Comparison of local Nusselt number, Nu„ of thermally devel
oping flow in a channel 

different velocity profiles at the inlet and exit; see Brockmeier 
(1987). 

In the vertical test section, the drag can be determined by 
measuring the change of weight of a test configuration with 
and without vortex generators and with and without flow. The 
change represents the additional drag induced by the vortex 
generators. The test fin is hung from a weight measuring bal
ance by means of thin wires. The influence of the wire on the 
measurement is taken into account by separate experiments 
for each configuration; see Tiggelbeck (1991). 

The tolerances of the experimental variables are given in 
Table 1. The RSS uncertainty as given by Moffat (1988) is 6.3 
and 2.65 percent for heating times of 10 s and 30 s, respectively. 
The Reynolds number of the flow can be adjusted with an 
accuracy of 3 percent. 

T — i — i — i — i — i — i — i — i — i — i — r 

x/H 
Fig. 6 Area-averaged Nusselt number, Nu, normalized with correspond 
ing Nusselt number, Nu0, for channel flow without VG, Re = 4600, ge 
omptrv- Table 2 
ing 
ometry: Table 2 

a particular form of VG, are built. The VGs are punched with 
holes on the pressure side. For the comparison of the different 
configurations, the following conditions are satisfied: 

(0 the area of the vortex generator AVG is the same for 
all cases; 

(ii) the area of the test fin AF is the same for all cases; 
(Hi) the blockage of the channel cross section caused by 

the VG is the same for all cases; 
(iv) the angle of attack /3 is the same for all cases; 
(v) the channel geometry is the same for all cases. 

Table 2 gives the details of the geometry. 
In order to be able to judge the performance of VGs, a 

reference case of heat transfer in the plane channel flow is 
selected. 

Figure 4 compares the measured span averaged Nusselt num
bers on the wall of the test channel without vortex generator 
with the Nu obtained from the following formula given by 
Kakac et al. (1987): 

Results and Discussion 
For the comparison of the performance of four basic forms 

of vortex generators (delta and rectangular wings and winglets, 
see Fig. 1) in rectangular channels, four test models, each with 

x =-A,RePr 

Nu = 7.55 + 
0.024x*-1-14[0.0179Pr0-ly-0-64-0.14] 

[l+0.0358Pr01V^0'64]2 (3) 
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DW 
22.54 
1.36 
2.26 
1.50 

DWP 
24.76 
1.49 
2.89 
1.91 

RW 
21.48 
1.29 
2.30 
1.52 

RWP 
24.26 
1.46 
2.79 
1.85 

Table 3 Global Nusselt number Nu and drag coefficient cF; Re = 4600 

Nu 
Nu/Nu0 

cF.(10J) 

DW: delta wing, DWP: delta winglet pair, RW: rectangular wing, RWP: rectangular winglet 
pair; Nu„ = 16.62, cFo = 1.51.10'1 

Here Re is the Reynolds number based on the average velocity 
U and Df,. The experiments have been performed in the Re 
range of 2300 to 8400. The experimental results agree extremely 
well with Eq. (3). Hence Eq. (3) has been used for the com
putation of the reference values of Nu. 

Figure 5 compares the normalized Nusselt number distri
butions for delta rectangular wings and winglets at x/H=2 
and 8 for Re = 4600. The reference Nusselt number, Nuxo, has 
been calculated with Eq. (3) for a channel without VG. 

From x = 2H downward, delta wings have the highest peaks 
on the traces of the vortex cores and the lowest trough in 
between. A rectangular winglet pair gives a structurally similar 
Nu distribution as given by the delta winglet. A rectangular 
wing gives the narrowest influence zone with the smallest en
hancement (<100 percent). A delta winglet pair gives the 
broadest influence zone. Figure 5 shows that the worst per
formance is given by the rectangular wing. 

Spanwise-averaged Nusselt numbers have been integrated in 
the flow direction to obtain the area-averaged Nu. Figure 6 
compares these normalized Nusselt numbers. Here Nu0 is ob
tained from the integration of Eq. (3). Best performance is 
given by the delta winglet, closely followed (within 50 percent) 
by the rectangular winglets. An enhancement of heat transfer 
by 5 percent is given by delta winglets at x/H> 12. The cor
responding enhancement for wings lies within 30 percent. 

From the measured drag, the drag coefficient, cF, has been 
computed. Table 3 presents the area-averaged Nusselt number 
for the complete fin and cF for the four configurations. The 
reference values for a channel without VG, Nu0, has been 
computed from Eq. (3) but cFo has been obtained from the 
measurements. 

The winglets give higher heat transfer along with higher cF 
than given by the wings. In spite of the same projected area 
(blockage) of all four configurations, the values of cF are not 
the same. This is in contrast to Kallweit (1986) who found that 
cF values depend mainly on the projected area of the VG. 
However, Kallweit (1986) investigated only at low Reynolds 
numbers (-1700). 

Because of relatively poor performance of wings, further 
experiments are carried out only with winglets in order to 
investigate the effect of the angle of attack and the Reynolds 
number. 

Figure 7 compares the normalized area-averaged Nusselt 
numbers and cF for delta and rectangular winglets at different 
angles of attack, /3, for Re = 4600. Results show that the max
imum heat transfer occurs at a /3 between 50 and 70 deg. At 
(3 = 90 deg, a sharp decrease in Nu is observed. Flow visual
izations did not indicate the formation of longitudinal vortices 
at /3 = 90 deg but indicate unsteady flow with separation; see 
Tiggelbeck (1991). Apparently, some amount of swirl must 
have been generated at /3=90 deg, causing 60 percent en
hancement of the Nusselt number. 

Measurements with rectangular winglets show that the max
imum Nu lies somewhere between /3 = 45 and 65 deg and this 
maximum is smaller than that of a delta winglet pair. The 
measured cF for both configurations increases monotonically 
with /3. However, Fig. 7 hints that the rate of increase at higher 
angles of attack (/3>60 deg) becomes smaller. 

Table 4 compares the effect of Reynolds number on Nu and 
cF for plane channel flows and channel flows with delta and 
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(b) 
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Fig. 7 Complete fin area-averaged Nusselt number, Nu, normalized with 
Nu„ and the friction coefficient normalized with cFo as function of the 
angle of attack 0, cFo has been measured, Nu„ has been calculated from 
the integration of Eq. (3); Re = 4600, geometry: Table 2 

Table 4 Global Nusselt number, Nu, and drag coefficient cF, for dif
ferent Re 

Re 

2000 
4000 
6000 
8000 

Nu/Nu„ 

DWP RWP 
1.46 1.39 
1.72 1.66 
2.00 1.83 
2.20 2.00 

CF'CFO 

DWP RPW 
2.77 2.53 
3.29 3.19 
3.69 3.53 
4.17 3.88 

(Nu/Nuo)/cFcF0 

DWP RWP 
0.53 0.53 
0.52 0.52 
0.54 0.52 
0.53 0.52 

rectangular winglets at /3 = 65 deg. Nusselt number increases 
almost linearly with Re. However, the rate of increase is the 
highest for DWP. In contrast, the cF for the channel without 
VG decreases faster with Re than with VG for Re < 3000. At 
higher Re, cF for channels with VGs start slowly increasing 
whereas cF for a channel without a VG still decreases. 

The effect of the aspect ratio, A, has been investigated only 
for DWP for A = 1, 1.5, and 2. Results show that the average 
Nu values on the plate for all the three cases lie within 5 percent 
of one another. The variation of the positioning of DWP shows 
that for xv/H=\, 2, and 3, the change in the average Nu lies 
within the experimental accuracy; see Tiggelbeck (1991). 

Conclusions 
Local transfer and drag of plate fins with four basic forms 

of longitudinal vortex generators have been measured and com
pared in the Reynolds number range of 2000 and 8000 and the 
angle angle of attack range of 30 to 90 deg. The vortex gen
erators are punched out of the fin and they generate swirling 
motion in the flows in the channel formed by the fin and 
thereby increase the heat transfer and also the flow losses in 
the channel. For all the vortex generator geometries there exists 
an optimum angle of attack for the maximum heat transfer. 
However, the flow losses increase monotonically with the angle 
of attack. With increasing Reynolds number the average Nus
selt number increases monotonically at a higher rate than the 
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channel without a vortex generator. The corresponding drag 
coefficient becomes nearly constant at higher Re in contrast 
to the drag coefficient for the channel without a VG, which 
continuously decreases in the Re range of the experiments. 

Results show that the winglets give better performance than 
the wings and a pair of delta winglets performs slightly better 
than a pair of rectangular winglets at higher (> 30 deg) angles 
of attack and at higher (>3000) Reynolds numbers. 

The present results can be easily implemented in practice by 
using rows of delta or rectangular winglet pairs as fins for 
plate-fin heat exchangers. The performance of such heat ex
changers has already been numerically investigated; see Fiebig 
et al. (1993). A comparison of the performance of wing-type 
vortex generators (obtained from numerical simulation) and 
the traditional offset-strip or louvered as given by Kays and 
London (1984) can be found in Giintermann (1992) and Brock-
meier et al. (1993). The results indicate that for the same mass 
flow, heat duty and pumping power, fins in the form of rec
tangular winglets may need less heat transfer surface that needed 
by offset-strip fins. 
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Effect of Flow Pulsations on the 
Cooling Effectiveness of an 
Impinging Jet 
An experimental investigation has been performed to study the effect of flow pulsations 
on local, time-averaged convective heat transfer to an impinging water jet. Sinusoidal 
and square-pulse waveforms were considered. For the square waveform, the flow was 
completely halted for a portion of the pulsation cycle. Hot-film anemometry was used 
to characterize both the steady and the pulsating flows with regard to turbulence level 
and the spatial uniformity in the velocity profile across the nozzle width in order to 
assess separately the influence of flow pulsation on convective heat transfer. Pulse 
magnitude, which was defined as the ratio of the mean-to-peak velocity change to the 
mean flow velocity, was varied from 0.5 to 100 percent. Pulse frequencies ranged from 
5 to 280 Hz, which corresponded to Strouhal numbers based on jet width and velocity 
of 0.014 to 0.964. Observed effects on convective heat transfer are explained in terms 
of nonlinear dynamic responses of the hydrodynamic and thermal boundary layers, 
boundary layer renewal, and bulges in the jet free surface. 

Introduction 
Heat transfer to pulsating flows has been studied chiefly in 

efforts to improve heat exchanger performance and has therefore 
been largely related to flows in or past tubes. However, little work 
regarding pulsating impinging jet flows has been performed, even 
though jet flows are used extensively in cooling, heating, and 
drying processes. Perhaps since high convective heat transfer 
rates are readily attainable in the vicinity of a turbulent impinging 
jet, motivation to study the effect of flow pulsations may have 
been diminished. However, independent means to alter the trans
port characteristics of an impinging flow can be of practical in
terest. For example, in microelectronic and micromechanical ap
plications, enhancement due to turbulence may not be possible 
or effective when jet Reynolds numbers are necessarily low or 
moderate because of small characteristic dimensions. Moreover, 
enhancements derived from turbulence effects remain small at 
low Reynolds numbers even when high turbulence intensities are 
induced (Smith and Kuethe, 1966). Since impinging jets are re
lated fundamentally to stagnation flows in general, insights 
gained from studies of pulsating jet flows can find further appli
cation to flows past cylinders, spheres, and other bluff bodies, 
such as gas turbine blades. 

Although convective heat transfer is very effective near the 
stagnation region of impinging flows, very little of the incident 
fluid is directly involved in removing heat. Most of the fluid 
presides in a relatively thick overriding layer that establishes the 
favorable pressure gradient needed to induce thin boundary lay
ers characteristic of accelerating flows. A well-established 
streamline pattern for a steady impinging jet flow is shown in 
Fig. 1(a). For an impinging planar jet, the flow bifurcates along 
a line of symmetry known as the stagnation line where the fluid 
velocity is zero and the static pressure is highest. For a particular 
incident velocity and geometry, the velocity gradient C (see No
menclature) at the stagnation line is a constant and is calculable 
from potential flow theory or static pressure measurements 
(Zumbrunnen et al., 1992). In this study, it was deemed appro
priate to investigate whether time-averaged heat transfer char-
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the Heat Transfer Division July 1993; revision received January 1994. Keywords: 
Augmentation and Enhancement, Jets, Transient and Unsteady Heat Transfer. As
sociate Technical Editor: A. Faghri. 

acteristics of an impinging, nonsubmerged jet flow can be altered 
by inducing pulsations in the incident jet velocity. Three phe
nomena that may lead to convective heat transfer enhancements 
in pulsatingjet flows are depicted in Figs. 1 (b-d):(i) Pulsations 
may lead to instabilities in the jet free surface, higher turbulence 
levels, and a more complex streamline pattern (Fig. lb). Kimura 
and Bejan (1983) showed experimentally that a vertical liquid 
column impinging onto a horizontal surface was buckled into a 
planar sinuous shape. Related theoretical work (Bejan, 1981) 
indicated that inviscid jets have a natural frequency. A type of 
resonance in jets with free surfaces might be achieved by pulsing 
them at this natural frequency and thereby inducing instabilities. 
(ii) Chaotic mixing describes the condition in which fluid par
ticles no longer follow well-defined streamlines but move errat
ically and unpredictably through the stagnation region (Fig. lc) . 
Such large-scale chaotic fluid motion, which may occur at low 
Reynolds numbers, is generally not regarded as turbulence but 
arises due to a periodic flow disturbance (e.g., a flow pulsation). 
Chaotic mixing within enclosures has been documented in sim
ple, laminar flows subjected to periodic forcing (Aref, 1984; 
Khakhar et al., 1986; Ottino, 1989). Such chaotic fluid motion, 
if instilled in an unconfined flow to an extent that fluid mixing 
near the surface is improved, would mimic the beneficial effects 
of turbulence and may promote heat transfer. (Hi) Periodic restart 
of boundary layer growth on an impingement surface can be in
duced to obtain enhanced convective heat transfer (Zumbrunnen 
and Aziz, 1993). In addition, the nonlinear dynamic responses 
of the hydrodynamic and thermal boundary layers to flow pul
sations have been investigated recently (Zumbrunnen, 1992; 
Mladin and Zumbrunnen, 1994a) and might be exploited to in
duce thinner boundary layers by careful selection of pulse wave
forms (Fig. Id). In any particular pulsating jet flow, one or more 
of the mechanisms depicted in Figs, l(b-d) might occur to en
hance heat transfer. However, as will be seen, pulsations can also 
alter the geometry of an impinging jet and lead to reduced con
vective heat transfer. 

Several investigators have studied the flow field of pulsating, 
nonimpinging air jets. For an axisymmetric (d„ = 25 mm) jet, 
Binder and Favre-Marinet (1973) found that the turbulence in
tensities along the jet axis downstream of the nozzle increased at 
a much faster rate in pulsating jets than in steady jets. Moreover, 
the final turbulence levels in the pulsating jets were appreciably 
higher and mixing was improved at distant points downstream 
where the pulsation was completely abated. Curtet and Girard 
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Fig. 1 Phenomena in pulsating jet flows that may affect convective heat 
transfer to an impinging jet: (a) steady jet; (b) induced instability in jet; (c) 
chaotic fluid motion in stagnation region; (d) periodic boundary layer re
newal or destabilization 

(1973) photographed an axisymmetric (d„ = 24 mm) jet and 
observed that the steady jet spread progressively downstream of 
the nozzle, whereas the pulsating jet expanded sharply very near 
the nozzle exit. High-speed photographs revealed a cyclic gen
eration of vortex rings at the nozzle exit for the pulsating jets, 
which subsequently traveled downstream. Increased entrainment 
and spreading of air jets under flow pulsation were also observed 
by Bremhorst (1979) and Bremhorst and Hollis (1990). Vortex 
ring generation and spreading in these submerged jets were due 
to interaction with a stagnant ambient fluid. The jet used in the 
present investigation is a free (i.e., unsubmerged) jet and similar 
vortex generation and spreading effects are not expected. Unlike 
a submerged jet, a free jet has a comparatively larger density than 

the medium into which it discharges and momentum exchange 
from the jet is negligible. 

Nevins and Ball (1961) measured temporally and spatially 
averaged Nusselt numbers for heat transfer between a flat copper 
plate and a pulsating, impinging, axisymmetric (d„ = 6.35 mm) 
air jet. Results indicated no effect of pulse magnitude and pulse 
frequency on Nusselt number for the pulsation frequencies in
vestigated, which corresponded to Strouhal numbers S<; {=fdl 
Uj) from 0.0001 to about 0.01. However, in conjunction with a 
related experimental study, Zumbrunnen and Aziz (1993) uti
lized a theoretical model of the boundary layer dynamics and 
showed that the boundary layer response was sufficiently fast to 
maintain boundary layer thicknesses effectively for steady-state 
conditions over this pulsation frequency range. They referred to 
pulsating jet flows with pulse magnitudes of 100 percent as in
termittent jet flows, since a complete flow stoppage occurred dur
ing each pulsation cycle. Enhancements in convective heat trans
fer to a planar, intermittent water jet were achieved by briefly 
and repetitively interrupting the incident jet flow and thereby 
halting the development of the hydrodynamic and thermal 
boundary layers. Although little or no cooling was available dur
ing a brief interval when the flow was interrupted, the thermal 
resistance due to the newly forming thermal boundary layer was 
extremely small each time the flow was resumed and a net en
hancement thereby arose. The time needed for boundary layer 
development was estimated from a theoretical boundary layer 
dynamics model and was used to determine a dimensionless fre
quency above which enhancements can be expected. For mod
erate Prandtl numbers, the theoretical model revealed that the 
free-stream velocity gradient C in the stagnation region princi
pally governs the dimensional boundary layer time response and 
the boundary layer dynamics scale temporally with C~'. With 
the time for thermal boundary layer development given in terms 
of this time scale, the threshold frequency was determined to be 
S„, > 0.26, where S„, =fw/uj. This expression was in good agree
ment with experimental results. 

The stagnation region for a cylinder in a crossflow is similar 
geometrically to the stagnation region arising beneath an im
pinging planar jet. Thus, research with cylinders can provide im
portant insights with regard to impinging planar jets. Gundappa 
and Diller (1991) studied coupling between the effects of free-
stream turbulence and flow pulsation on heat transfer from a cyl
inder in a crossflow of air. With incident velocity and cylinder 
diameter as reference values, the Reynolds number was held at 
50,000 while the Strouhal number was changed from 0.016 to 

Nomenclature 

C = free-stream velocity gradient at 
stagnation line and near im
pingement surface for steady jet 
= UJxj, 1/s 

d = diameter of a circular jet or of a 
cylinder, m 

d„ = diameter of a circular nozzle, m 
/ = pulsation frequency, Hz 

fm = dimensionless frequency = fIC 
g(x) = function given by Eq. (3) 

h = convective heat transfer coeffi
cient, W/m2 °C 

H = ratio of distance between nozzle 
opening and hot-film sensor to 
nozzle width or ratio of distance 
between nozzle opening and test 
strip to nozzle width 

Hs = thickness of test strip, m 
/ = electrical current passing 

through test strip, amp 

J 
k 

L = 
Nu„ = 

Nu„. = 

Nu* 

Pr = 

Pro 

R = 

nozzle width, m 
thermal conductivity of fluid, 
W/m°C 
thermal conductivity of test 
strip, W/m °C 
length of test strip, m 
time-averaged Nusselt number 
based on jet width = hw/k 
Nusselt number based on jet 
width under steady flow condi
tions = hw/k . 
time-averaged Nusselt number 
normalized by steady-state value 
= Nu„/NuM 

Prandtl number evaluated at lo
cal film temperature 
Prandtl number at stagnation 
line (x = 0) 
electrical resistance of exposed 
length of test strip, il 

Re, 

Re„ 

Re„<) = 

t = 

hi = 

T = 
Ths = 

Tf = 

T, = 

Reynolds number evaluated at 
jet temperature = Ujwlv 
Reynolds number evaluated at 
local film temperature = Ujw/i/ 
Reynolds number at stagnation 
line (x = 0) = Ujw/v 
Strouhal number = fwluj 
time, s 
time period for boundary layer 
growth in jets with square pulse 
waveform (equals time for con
tinuous flow in pulse 
cycle), s 
temperature in strip, °C 
local temperature at bottom side 
of test strip (Fig. 2), °C 
local film temperature = [Ts(xj) 
+ r j / 2 , °c 
temperature of the impingement 
surface, °C 
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0.218. Turbulence intensities from 0.4 to 7.5 percent were con
sidered and the amplitude of the pulsating flow velocity ranged 
from 4.0 to 15.5 percent of the mean flow velocity. Heat transfer 
in the stagnation region for the steady and pulsating flows did 
not differ measurably for identical turbulence intensities. Thus, 
no interaction between flow pulsation and turbulence was indi
cated. In a related earlier study (Andraka and Diller, 1985 ), time-
averaged convective heat transfer was found to be unaffected by 
sinusoidal variations in the incident flow. Rosiczkowski and 
Hollworth (1991) measured the local and instantaneous heat 
transfer from an isothermal cylinder oscillating in an air cross-
flow. Strong in-line motion produced periodic fluctuations in the 
heat transfer coefficient with a frequency equal to the driving 
frequency while strong transverse motion produced fluctuations 
equal to twice the driving frequency. Maximum instantaneous 
heat transfer coefficients were up to 10 percent higher than the 
corresponding heat transfer coefficients for steady state, but time-
averaged values were unaffected. 

In consideration of the potential enhancement mechanisms that 
may result (Fig. 1) and in view of the small amount of prior 
related work, an experimental investigation was carried out to 
determine the effect of flow pulsation on convective heat transfer 
to an impinging, nonsubmerged, water jet flow. 

Experimental Apparatus and Methods 
A schematic representation of the apparatus is shown in Fig. 

2. Details of its construction and instrumentation as well as those 
related to data reduction are available in an earlier paper (Zum-
brunnen and Aziz, 1993). In summary, filtered water was sup
plied by a centrifugal pump to a convergent nozzle, which gen
erated a low-turbulence planar water jet with a width of 5.08 mm. 
The jet plane was vertically oriented and discharged downward 
onto the upper face of a thin (0.084 mm), electrically heated test 
strip. The lower face of the thin test strip was thermally insulated. 
Water temperature was maintained by circulating cooling water 
through a heat exchanger submerged in the reservoir of the fil
tered water system. 

Two separate devices were used to generate pulsations in the 
impinging jet flows. Sinusoidal pulse waveforms with e < 85 
percent were produced with a rotating ball valve installed in a 
fluid flow line upstream of the nozzle (Fig. 2) . Isolation valves 
to a turbine flow meter were shut to protect it from flow pulsa
tions and a bypass valve was opened. A branch network with 
precision throttle valves was used to partition the flow between 
the rotating ball valve and a bypass line in order to maintain a 
prescribed mean flow velocity. The ball valve was rotated by a 

8 A L L _ 

VALVE 

SPEED 
CONTROLLER \ 

ROTATING r ~ 7 ] 
BALL VALVE l l T ^ 1 

COOLING -
WATER 

Fig. 2 Schematic representation of the experimental apparatus (not to 
scale) 

gear-belt arrangement driven by a variable speed, direct current 
motor. Rotational speed was maintained by a speed controller 
and was determined with a digital stroboscope. Instantaneous 
flow velocities from the nozzle were measured by hot-film ane-
mometry. However, the hot-film probe was retracted during heat 
transfer measurements to eliminate any disturbances caused by 
the sensor body. For the square-pulse waveforms (e = 100 per
cent), the variable speed direct current motor was disconnected 
from the ball valve and reconnected to a rotating wheel through 
a separate shaft and gear-belt assembly. The wheel was rotated 
such that six stainless-steel blades penetrated the free surface of 
the water jet, causing a periodic blockage of the flow impinging 
on the test strip. The blade width was larger than the nozzle width 
to deflect the jet completely from the test strip and thereby induce 
an on/off incident jet flow. Since hot-film probes in anemometry 
systems must be immersed in a continuous flow to avoid burnout, 
turbulence measurements of the on/off flow were not made and 
the velocity of the steady jet upstream of the rotating blades was 
determined with the turbine flow meter. Further details of the 

Nomenclature (cont.) 

T, 
T„ 

r„ 
Tu 

u 

ud = 

uH 

UH,C = 

initial surface temperature, °C 
time period for flow pulsation, s 
local surface temperature along 
test strip, °C 
fluid free-stream temperature, °C 
turbulence intensity = Ju'2/uavg 

flow velocity, m/s 
pulse amplitude [Eq. (1)], m/s 
mean flow velocity [Eq. (1)], 
m/s 
disturbance velocity = u* + u', 
m/s 
time-averaged jet velocity at 
specified location beneath nozzle 
opening, m/s 
time-averaged jet velocity along 
jet centerline at specified loca
tion beneath nozzle opening, m/s 

£/„ 

w 

W = 

x = 
XH = 

periodic component of flow ve- . 
locity, m/s 
turbulence component of flow ve
locity, m/s 
time-averaged incident jet veloc
ity, m/s 
local free-stream velocity compo
nent parallel to surface at stagna
tion line for steady jet, m/s 
incident jet width, m 
jet width at hot-film sensor loca
tion, m 
spanwise dimension of test 
strip, m 
dimensionless distance = xj Iw 
distance across jet width from jet 
plane of symmetry, m 

y 
r 

i = 

distance along impingement sur
face from stagnation line, m 
vertical position within test strip, m 
dimensionless time for boundary 
layer growth = CtM 

hydrodynamic boundary layer 
thickness, m 
thermal boundary layer thick
ness, m 
pulse magnitude = wainp/wavg 

(Ts - T„)/(Ts0 - T.) 
dimensionless hydrodynamic 
boundary layer thickness = C52/u 
kinematic viscosity, m2/s 
dimensionless thermal boundary 
layer thickness = CS^/u 
dimensionless time = Ct 
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ensuing flow and of the wheel-blade assembly have been de
scribed by Zumbrunnen and Aziz (1993). 

Thermocouples of ANSI Type T (copper-constantan) for test 
cell instrumentation were fabricated and inlaid in spanwise 
grooves machined on the substrate plate (Fig. 2) . An intrinsic 
frequency response for the thermocouples of 250 Hz was cal
culated by idealizing a thermocouple bead as a one-dimensional 
slab subjected to a step change in temperature. The time response 
of the test strip itself was also evaluated with a transient numer
ical heat conduction model. Convective cooling, with a rapidly 
varying periodic heat transfer, coefficient anticipated for a pul
sating flow, was imposed at the upper surface to generate simu
lated temperature data at the bottom surface of the test strip. 
Results indicated that time-averaged temperatures at the bottom 
surface and a steady-state thermal analysis can be used to deter
mine the time-averaged convective heat transfer coefficients at 
the surface to within 0.2 percent for the pulsation frequencies 
investigated in this study. Thus, in a steady-state heat conduction 
analysis, the bottom side of the test strip was modeled as an 
adiabatic surface (dT/dy = 0) and the heat flux to the jet was 
calculated from the strip resistance, electrical current, and ex
posed strip surface area. Surface temperatures corresponding to 
the measured, time-averaged temperatures at the bottom side of 
the thin test strip at each thermocouple location were calculated 
from the solution to the one-dimensional heat conduction equa
tion with uniform volumetric heat generation due to ohmic heat
ing (McMurray et al., 1966). The resulting expression [T,s = Tbs 

- QH]l2ks, where Q = I2RILWHS] and the measured jet tem
perature were used with Newton's law of cooling to determine 
local convective heat transfer coefficients. The jet temperature 
was measured with a copper-constantan thermocouple probe 
placed in the nozzle plenum chamber. All thermophysical prop
erties were evaluated at the local film temperature Tf [ = (Ts(xj) 
+ 7*„)/2]. Corrections to time-averaged jet discharge velocity 
and width were made to account for thinning due to gravitational 
acceleration (Zumbrunnen et al., 1989). Jet Reynolds numbers 
(Re„,) and Nusselt numbers (Nuw) were calculated from the cor
rected jet velocity and jet width for both the steady and pulsating 
jet flows. Distances between the nozzle and test strip ranged from 
3.5 to 7 jet widths (ve = 0.508 cm), with all experiments done 
for a distance of 3.5 except for those done to assess the influence 
of nozzle height. Corrections to jet velocity due to gravitational 
acceleration were less than 1 percent for Re ss 20,000 and 10 
percent for Re » 6000. Detailed information about the instru
mentation, time responses, and data acquisition procedures has 
been previously reported (Zumbrunnen and Aziz, 1993). 

The flow fields for the steady jets and the pulsating jets with 
the sinusoidal pulse waveform were characterized using a hot-
film anemometer and a cylindrical hot-film probe. A probe ex
tension was mounted to a linear traversing mechanism with two 
axes of freedom to position the hot-film probe accurately in a 
selected horizontal plane. Vertical positioning was accomplished 
by mounting the traversing mechanism on a scissors-truss sup
port table. The active cylindrical probe element was supported 
by two fine support needles with a right angle bend to position 
the element upstream of the probe body and reduce flow disrup
tion. The sensor was mounted in a crossflow configuration with 
the cylindrical sensor body parallel to the jet plane. This arrange
ment preserved the two dimensionality of the planar jet and al
lowed measurements of the pulsating flow velocity, as well as 
the component of the turbulent velocity in the direction of the 
mean flow. The velocity information from the anemometer con
trol circuit was interrogated at 1190 samples per second. This 
sampling rate was deemed to be adequate since power spectra 
indicated that more than 99 percent of the turbulence energy per
tained to low frequencies (Brereton and Kodal, 1992). The raw 
data were then transferred to a microcomputer where they were 
stored for processing. 

It was desired to estimate turbulence levels in both the steady 
and pulsating jet flows in order to ascribe properly any differ

ences in convective heat transfer to appropriate phenomena. The 
pulsating jet flow-field data contained superimposed steady, pe
riodic, and turbulent velocity components and can be effectively 
represented by u = wavg + u* + u'. An optimal digital filter, 
known as a Wiener filter (Peebles, 1980), was used to separate 
the periodic and turbulent components. This separation method 
(Brereton and Kodal, 1992) is less sensitive to cycle-to-cycle 
variations in the pulse characteristics as compared to the phase-
averaging technique of Hussain and Reynolds (1970). Insensi-
tivity yielded improved turbulence estimates since small varia
tions ( s 2 percent) in the pulsation frequency occurred. To im
plement this method, the raw flow-field data were time-averaged 
to obtain the mean free-stream velocity «avg, which was then sub
tracted from the raw velocity data to obtain the disturbance ve
locity ud (=u* + u'). As suggested by Brereton and Kodal 
(1992), the Fourier transform was taken of the resulting time 
series of ud values over about ten pulsation cycles. A specified 
filter function was applied to the Fourier transform of the distur
bance velocity u,, to remove the periodic component and obtain 
u' (t) upon executing an inverse Fourier transformation. The cor
responding values of Tu were then calculated directly from the 
resolved u'(t). 

So as to acquire representative pulse magnitudes for the ve
locity waveforms containing turbulence fluctuations, the result
ing values of u'(t) were also useful in obtaining correct mag
nitudes for the periodic velocity components. A sinusoidal func
tion [Eq. (1)] was found to represent the pulse reasonably well 
with wamp equal to the root-mean square of u *( t) determined with 
Eq. (2) (Evans, 1975). With representative values for «amp and 
«avg determined, the pulse magnitude e was given by wamp/Kavg. 
As determined from the power spectra for the pulsating jets, more 
than 95 percent of the pulse energy was at the fundamental fre
quency of the pulse. Thus, a near-sinusoidal velocity pulse was 
produced in the experiments, which utilized the rotating ball 
valve. 

u = «avg + «amp sin (2irft) (1) 

F«*(f)]2 = [ud{t)f - K W ? (2) 

High-speed photographs were taken to characterize further the 
pulsating jets generated with the ball valve assembly. In order to 
relate the flow conditions to the photographs, the rotation of the 
wheel shown in Fig. 2 was synchronized with the pulsation fre
quency by simultaneously driving the wheel and the rotating ball 
valve with the direct current motor. Graduations were placed on 
the rim of the wheel, which corresponded to specific phases of 
the pulse cycle. Photographs were taken with the wheel visible 
in the background and information regarding the nature of the 
pulse and the phase in the pulsation cycle were thereby conve
niently recorded. A digital stroboscope was used to view the jets 
in a darkened laboratory and resolve any ambiguities in the pho
tographs. 

A detailed uncertainty analysis was performed to account for 
all possible error sources using the method outlined by Kline and 
McClintock (1953). The experimental uncertainties in time-av
eraged Nusselt numbers for the steady and pulsating jets differed 
by less than 0.1 percent since nearly identical data acquisition 
and reduction procedures were used. Small disparities were due 
to different errors associated with jet velocity measurements de
termined from the turbine flow meter and anemometer. Relative 
uncertainties in stagnation line Nusselt numbers (Nu^o) with 20 
to 1 odds were found to vary from 7 to 11 percent for jet Reynolds 
numbers (Re^j) ranging from 3000 to 20,000, respectively. Un
certainties at positions beyond about four jet widths from the 
stagnation line ranged from about 4 to 6 percent over the same 
Reynolds number range. Slightly higher uncertainties occurred 
at the larger Reynolds numbers and at the stagnation line since 
temperature differences between the strip surface and jet were 
smaller. 
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Fig. 3 Steady jet flow field characteristics with H = 4.5; (a) time-averaged 
velocity profile across jet width; (b) turbulence intensity 

Results and Discussion 

Flow Field Characteristics. The jet flow field was charac
terized with respect to the time-averaged velocity profile across 
the jet width, the intrinsic turbulence intensity, and the pulse 
profile (i.e., jet velocity versus time) in the case of the pulsating 
jet. The motivation was to verify that changes in the velocity 
profile and turbulence level were sufficiently small so as not to 
affect convective heat transfer significantly in the pulsating jets 
in comparison to the steady jets. Any observed changes in con
vective heat transfer could then be ascribed possibly to one or 
more of the phenomena depicted in Fig. 1. 

Time-averaged velocity profiles across the steady jet width are 
shown in Fig. 3(a) for three representative jet velocities. These 
corresponded to the low, medium, and high Reynolds numbers 
in this study. Close to the free surface of the jet (XJ/WH = ±0.4), 
the hot-film sensor could not be completely immersed in the jet 
flow and velocity measurements are not reported. It can be seen 
that the time-averaged velocity profile was essentially flat with a 
variation of less than 3 percent across the jet width. The profile 
was similar at other transverse locations along the jet length and 
was also similar at other jet heights. The plot of turbulence in
tensity versus jet Reynolds number for the steady jet is shown in 
Fig. 3(b). The turbulence intensities increase from about 0.25 to 
0.95 percent. Actual turbulence intensities at the smaller Reyn
olds numbers were somewhat lower, since for Re, < 8000, rip
ples originated around the hot-film sensor and were presented as 
false turbulence. However, all measured turbulence intensities 
were small and will be shown below to give enhancements in 
convective heat transfer of less than about 2.8 percent. Thus, 
turbulence did not affect convective heat transfer measurements 
appreciably in the steady jets. Time-averaged velocity profiles 
for the pulsating jets were also essentially flat with a variation of 
less than 3 percent. Typical values of turbulence intensities for 
the pulsating jets, within the range of parameters investigated, 
were similar to those for the steady jets and increased with jet 
Reynolds number as in Fig. 3(b). Thus, if the influence of tur
bulence is similar to the steady flow case, it is expected that 
changes in turbulence levels did not affect convective heat trans
fer measurements appreciably in the pulsating jets of this study. 

Any differences in heat transfer between the pulsating and steady 
jets must be attributed to other causes, such as those depicted in 
Fig. 1. 

Normalized pulse profiles at the jet centerline are shown in 
Fig. 4 (a ) . The abscissa denotes time, normalized by the pulse 
period T,. Sinusoidal pulses developed using Eq. (1) are super
imposed for comparison. The profiles are essentially sinusoidal; 
however, small deviations from a sinusoidal profile are evident. 
Such deviations, although small, depended on the pulse ampli
tude and pulse frequency and were principally due to fluid inertia 
and occasional galling of the valve stem by loosened packing in 
the rotating ball valve (Fig. 2). A typical power spectrum for a 
pulsating jet is shown in Fig. 4(b). The spectrum, although ob
scured by the log scale, indicates that more than 95 percent of 
the pulse energy is at the pulsation frequency. 

The free surfaces of the flows emanating from the nozzle are 
shown in Fig. 5 for one cycle of the steady periodic pulsating jet 
produced with the rotating ball valve assembly. [Similar results 
for jets produced with the wheel/blade assembly have been pre
sented previously (Zumbrunnen and Aziz, 1993).] When the ro
tating ball valve was closed, the flow emanating from the nozzle 
was due only to flow passing through the bypass valve (Fig. 2) 
and the jet appeared much like a steady jet (Fig. 5a). When the 
ball valve opened, a surge of flow was produced and a bulge 
appeared in the jet free surface that was wider than the nozzle 
opening (Fig. 5b). The bulge moved downstream and depressed 
the thin liquid film existing on the impingement surface (Fig. 
5c). Subsequently, the bulge of fluid displaced fluid to form dis
turbances on the free surface (Figs. 5d and 5e), which moved 
away from the jet centerline (Fig. 5/) . The appearance of a bulge 
that extends beyond the nozzle opening is an important phenom
enon and will be shown to measurably influence convective heat 
transfer. The bulge occurs, since when the flow velocity is in
creasing during the pulsation cycle, higher velocity fluid is im
peded momentarily by the fluid in the jet stream ahead of it with 

f(Hz) 

Fig. 4 (a) Representative comparison of normalized velocity profiles for 
various pulse magnitudes to sinusoidal pulse variation with Re/ = 4300 ± 
250, / = 4.7 Hz, and S„ s 0.024 and (b) power spectrum for a pulsating 
jet with Re; = 6500, f = 5.1 Hz ± 0.2 Hz, £ = 41.5 percent 
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Fig. 5 Summary of photographic and stroboscopic observations of the 
jet free surface during pulsation 

lower velocity. To maintain mass continuity, the jet must broaden 
and a bulge in the jet free surface is formed. It is interesting to 
note by contrast that jets that accelerate due to gravity become 
thinner. Since turbulence levels in the pulsating jets with the ro
tating ball valve were determined to be less than about 1 percent 
and since the interaction between the jet and the rotating, thin 
blade in the on/off incident jet was very brief, bulges and ripples 
for the pulsating jets did not lead to splattering from the spreading 
liquid film as reported for fully turbulent steady jets by Lienhard 
et al. (1992). Instead, at very high frequencies with the on/off 
incident jets, the jet flow was transformed to a spray with essen
tially single packets of water striking the surface in rapid suc
cession. 

Baseline Experiments With Steady Jets. Convective heat 
transfer distributions were determined for steady-flow conditions 
in order to establish a baseline against which to compare the 
pulsating jet results. Experiments were performed for 3100 < 
Re„o < 20,600 and 4.7 < Pr0 < 5.5. An existing correlation [Eq. 
(3)] for steady jets (Zumbrunnen and Aziz, 1993), which was 
produced earlier with the experimental apparatus, is given below: 

Nu„,(x) Re„ Pr- 8(x) 

where for 0 < x < 1.6, 

g(x) = 0.230 - 0.01547*2 

and for 1.6 <x < 6.0, 

(3a) 

(3b) 

g(x) = 0.293 - *(0.08058 - 0.01124x + 0.0006x2) (3c) 

In Eq. (3) , all thermophysical properties are evaluated at the 
local film temperature Tf. Local Nusselt numbers that were ac
quired in this study for the steady jets (e = 0) are shown in Fig. 
6 at the thermocouple locations beneath the test strip (Fig. 2) . 
Results agreed with the correlation to within 5 percent. Nusselt 
numbers predicted by Eq. (3) were compared with the Falkner-
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Fig. 6 Convective heat transfer distributions for the steady jets with Pr0 

= 5.1 

Skan solution for two-dimensional, laminar stagnation flow 
(Evans, 1962). The correlation yielded values 4.2 percent lower 
at Re„4> = 6000 and 2.3 percent higher at Re,„o = 20,600. The 
correlation has been shown elsewhere (Zumbrunnen and Aziz, 
1993) to be in good agreement with correlations developed in 
experimental studies with similar planar water jets. Over the 
Reynolds number range 6000 < Relv0 < 20,600, the turbulence 
intensity varied from 0.25 to 0.95 percent (Fig. 3b). The ob
served agreement with laminar flow theory is supported by the 
correlation presented by Sikmanovic et al. (1974) for heat trans
fer along the stagnation line of cylinders in a crossflow [Nu/Re05 

= 0.945 + 1.94(0.017w Re05) - 2.41 (0 .017K Re 0 5 ) 2 ] , which 
predicts an enhancement of 2.8 percent for Tu = 1 percent at a 
Reynolds number of about 20,000. It also agrees with the obser
vations of Mehendale et al. (1991) on the influence of main
stream turbulence on leading edge heat transfer with air. The 
spanwise-averaged heat transfer at a Reynolds number based on 
leading edge diameter of 25,000 and local streamwise turbulence 
intensity of 1.37 percent was found to agree with the laminar 
stagnation solution. 

Experiments With Sinusoidal Pulse Waveforms. Ex
periments were performed with the sinusoidal pulse waveform 
for the ranges in parametric values indicated in Table 1. Smaller 
amplitude, lower frequency pulsations (S,v = fw/uj) were at
tained at the higher jet Reynolds numbers as a natural conse
quence of increased fluid inertia. (High-magnitude/high-fre
quency pulsations generated with the wheel/blade assembly are 
described later.) In Fig. 1(a), local time-averaged Nusselt num
bers remain essentially unchanged from those predicted by the 
steady jet correlation [Eq. (3)] until the pulse magnitude e ex
ceeded 40 percent. Above this pulse magnitude, decreases be
come measurable, are most pronounced in the vicinity of the 
stagnation line (x = 0) , and become smaller farther from the jet. 
For e = 85 percent, the deviation from the correlation is about 
— 17 percent. Reductions are ascribed principally to nonlinear 
dynamic responses of the hydrodynamic and thermal boundary 
layers and also to the bulges in the jet free surface (Fig. 5). These 

Table 1 Parametric ranges for experiments with sinusoidal 
pulse waveforms 

Re„, e (percent) 

3150 
4500 
7000 
10,700-15,800 

0.5-85 
0.5-85 
0.5-85 
3.0 

0.020-0.144 
0.019-0.063 
0.014-0.040 
0.012-0.049 

Journal of Heat Transfer NOVEMBER 1994, Vol. 116/891 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



80 

3 40 
Z 

Vis-. 

a 

(a) 

8~-

Eq.(3 

0 -

6 (%) 

O 6.0 
A 20.0 -
0 40.0 
D 85.0 

~~# 

J U 

UU 

50 

n 

f(Hz) 
0 5.0 
D io.o 
A 15.3 

313--*, 

(b) , 
Eq. (3) — / 

S„ 
0.014 
0.030 
0.044 

~S~-Q . 

0 2 4 6 
x 

Fig. 7 Local Nusselt numbers due to sinusoidal flow pulsations with (a) 
Re*,, = 3150 ± 100, Pr0 = 6.3 ± 0.4, H = 3.5, f = 4.7 ± 0.2 Hz, S„ = 0.020, 
and (b) Re„o = 7050 ± 250, Pr0 = 6.3 ± 0.4, H = 5.0, e = 6.2 ± 0.3 percent 

effects are discussed further below. For e < 40 percent, the heat 
transfer distributions agreed with the steady-state correlation [Eq. 
(3)] . This agreement is further illustrated in Fig. 7(b). (Other 
results with smaller pulse magnitudes in Table 1 also closely 
resembled Fig. 6 for the steady jets and are therefore not pre
sented separately.) Little sensitivity to small magnitude flow pul
sations in the stagnation region is consistent with results for pul
sating air flows past cylinders. Rosiczkowski and Hollworth 
(1991) measured local and instantaneous heat transfer from a 
cylinder oscillating in an air crossflow. They showed that the 
oscillations resulted in a cyclic variation in the convective heat 
transfer in the stagnation region with no change in time-averaged 
heat transfer. The results of Andraka and Diller (1985) for a 
cylinder in a pulsating air crossflow indicated no effect of flow 
pulsation on convective heat transfer for pulse magnitudes as 
high as 25 percent. 

In Fig. 8(a) , time-averaged Nusselt numbers Nu„, are nor
malized to the Nusselt number Nu,s for a steady jet of the same 
jet Reynolds number in order to assess generally the influence of 
pulse magnitude at the stagnation line (x = 0) . Values of Nu* 
(=Nu„,/Nusr) are relatively insensitive to the jet Reynolds num
ber and decrease with increasing pulse magnitude. Since de
creases and the bulge sizes were more pronounced at lower jet 
Reynolds numbers, a portion of the reductions is attributed to 
bulges in the incident jet flow (Fig. 5) . In order to disclose prin
cipal physical mechanisms accurately, the nonlinear dynamics of 
the hydrodynamic and thermal boundary layers to a sinusoidally 
varying incident flow impinging on a constant heat flux surface 
was recently considered in a companion theoretical study (Mla-
din and Zumbrunnen, 1994a, b) . Results indicated that, due to 
nonlinear dynamic effects, a sinusoidal flow pulsation [Eq. (1)] 
causes nonsinusoidal oscillations in the thermal and hydrody
namic boundary layer thicknesses [Fig. 8(£>)]. Calculated time-
averaged thicknesses are greater than the corresponding steady 
values, which correspond to those for/^-r = 0 in Fig. 8(fo). 
Theoretically predicted time-averaged Nusselt numbers in Fig. 
8(a) decrease as a consequence and are in good agreement with 
the experimental results. Predicted reductions are independent of 
jet Reynolds number, depend chiefly on pulse magnitude, but 

also are greater at lower pulsation frequencies. This phenomenon 
is systematically reported in a recent paper (Mladin and Zum
brunnen, 1994b). Thus, for large pulse magnitudes, both nonlin
ear dynamic effects and free surface bulges induced decreases in 
stagnation region Nusselt numbers with nonlinear dynamic ef
fects generally more prevalent as suggested by theoretical pre
dictions. Since it is well known that Nusselt numbers at x = 0 
are larger for higher velocity gradients (White, 1974), the bulge 
may have broadened the distance for lateral fluid acceleration. 
However, it is important to note that the bulge signified a depar
ture from a planar jet geometry, so such bulge effects may be 
specific to the aspect ratio of the nozzle opening and may reflect 
complex distortions in the jet flow. 

Convective heat transfer was found to be insensitive to the 
nozzle height above the impingement surface for nozzle heights 
ranging from 3.5 to 7.5 nozzle widths. This insensitivity is con
sistent with the spatial uniformity of the jet velocity profile shown 
in Fig. 3(a) . For example, if gravity accelerates a jet with a 
parabolic velocity profile, the velocity profile becomes progres
sively more uniform at larger distances from the nozzle opening, 
since the velocity of each fluid element is increased by the same 
amount. The jet incident at the surface is thereby transformed 
and the resulting pressure and velocity distributions adjacent to 
the impingement surface are altered, affecting convective heat 
transfer directly. Increased entrainment and more rapid spreading 
of submerged, nonimpinging, pulsating jets discussed earlier 
(Binder and Favre-Marinet, 1973; Curtet and Girard, 1973; 
Bremhorst, 1979; Bremhorst and Hollis, 1990) suggest that sub
merged, impinging, pulsating jets would exhibit a strong depen
dence on nozzle height. Whereas bulges in the free surface of a 
free pulsating jet develop due to slower moving fluid impeding 
the motion of faster moving fluid downstream (Fig. 5), the more 
slowly moving fluid in the pulsation cycle of a submerged jet 
culminates in more rapid entrainment and spreading. Thus, con
tainment of the flow by a free surface can lead to a markedly 
different response to flow pulsations. 
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Fig. 8 (a) Effect of pulse magnitude on Nusselt number with f = 4.7 ± 
0.2 Hz, H = 3.5, Pr ~ 6, and x = 0 and comparison to theoretical predic
tions (Mladin and Zumbrunnen, 1994a) for S„ - 0.016 and Pr - 6; (b) cal
culated responses (Mladin and Zumbrunnen, 1994b) of the hydrodynamic 
and thermal boundary layers and surface temperature to sinusoidal flow 
pulsations for S„ = 0.016 and Pr = 6 
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It is noteworthy that reductions in Nusselt numbers for a pul
sating flow may also be attributable simply to quasi-steady be
havior. Under quasi-steady conditions, correlations for steady 
state can be applied to predict heat transfer coefficients for tran
sient flows by using the instantaneous flow velocity in lieu of the 
steady flow velocity. This procedure is only applicable when the 
pulsations are sufficiently slow to permit the.boundary layer to 
assume essentially steady-state values during the pulsation cycle. 
The aforementioned nonlinear dynamics aspects make it difficult 
to assess generally when quasi-steady conditions apply since re
sponses depend in a complex manner on both the pulse frequency 
and pulse magnitude, in addition to Prandtl number and pulse 
waveform (Mladin and Zumbmnnen, 1994a). However, the non
linear dynamics model, which was applied in Fig. 8, accurately 
represents quasi-steady behavior when it arises and provides re
sults, which may include both nonlinear dynamic responses and 
quasi-steady effects. In order to distinguish quasi-steady behavior 
from nonlinear dynamics effects in Figs. 7(a) and 8(a) , the 
time-averaged Nusselt number for a pulsating jet with flow ve
locity given by Eq. (1) was calculated from a general expression 
for a stagnation region heat transfer correlation. The time-aver
aged Nusselt number decreased with increasing pulse magnitude 
e, since the Reynolds number exponent in the correlation was 
smaller than unity and time-averaging over a pulse cycle thereby 
yielded more pronounced decreases in Nu,v. For e = 85 percent 
in Fig. 7(a) , calculated reductions for laminar flow were less 
than 6 percent. (Calculated reductions for quasi-steady behavior 
are smaller for a turbulent flow.) Since reductions of about 17 
percent were measured with e = 85 percent in Figs. 7(a) and 8, 
nonlinear dynamic effects and bulges in the jet free surface (Fig. 
5) are likely responsible for most of the measured reductions as 
previously described. 

Results indicate that nonlinear dynamic effects, bulges in the 
jet free surface, and quasi-steady behavior all tend to decrease 
convective heat transfer in pulsating jet flows with sinusoidal 
flow variations over the parametric range in Table 1. However, 
as will be demonstrated, enhancements can be obtained with 
square-pulse waveforms and an on/off incident jet flow (e = 100 
percent) due to periodic boundary layer renewal. 

Experiments With Square Pulse Waveform. Because of the 
large inertial forces associated with the relatively dense pulsating 
water jets at high pulsation frequencies, square-pulse waveforms 
were approximated with the wheel/blade assembly shown in Fig. 
2. It was desired to generate high-frequency, high-amplitude pul
sations owing to the theoretically estimated rapid response of the 
thermal boundary layer (Zumbmnnen, 1992; Mladin and Zum
bmnnen, 1994a). These nonlinear dynamics models suggest that 
Sw > 0.26 if the hydrodynamic and thermal boundary layers are 
to remain only partially developed over the pulsation cycle. For 
consistency with the definition of the pulse magnitude e for the 
sinusoidal pulse waveforms, the pulse magnitude for the square-
pulse waveform was also based on the arithmetic-averaged jet 
velocity and the peak variation of the jet velocity from the av
erage. Thus, e = 100 percent for the square-pulse waveform in 
all cases. Time-averaged local heat transfer measurements were 
made for 6600 == Re^, ^ 19,300 and 60 Hz < / < 280 Hz. The 
experiments complement those reported by Zumbmnnen and 
Aziz (1993), which covered the range of pulsation frequencies 
from 30 Hz to 142 Hz. Only representative new cases will be 
shown for brevity. These new cases demonstrate that maximum 
enhancements are attained as pulsation frequency is raised. Dur
ing the course of the experiments, the Strouhal number S„ and a 
dimensionless time F ( = Ctbl) were calculated in addition to the 
Nusselt number Nu„,, Reynolds number Re,„, and Prandtl number 
Pr. The dimensionless time T is a measure of the period available 
for thermal boundary layer growth upon rewetting of the im
pingement surface during each pulsation cycle for the square 
pulse waveform. Values of F were therefore determined from the 
time for continuous flow during each pulsation cycle, which was 

readily calculated from the speed of the blades mounted on the 
rotating wheel. Its use is based on a theoretical model (Zum
bmnnen, 1992) of the boundary layer dynamics in planar stag
nation flows. Since the velocity gradient C depends on the flow 
geometry and scale, F permits adaption of results to other planar 
stagnation flows. For T > 3 or equivalently S„, < 0.26, sufficient 
time is available for the thermal boundary layer essentially to 
reach its steady-state thickness when 0.7 < Pr < 15. To obtain 
enhancements, it is desired to truncate this time so that the ther
mal boundary layer remains thinner than its steady-state value. 

Local time-averaged Nusselt numbers for the square-pulse 
waveform (e = 100 percent) with Re„,0 s 12,500 are shown in 
Fig. 9(a) at the positions corresponding to the locations of the 
thermocouples beneath the test strip. Results are given both to 
the left and to the right of the planar jets, since symmetry is no 
longer assured due to the action of the moving blade. In its mo
tion through the jet, the blade traversed the length of the test strip 
starting at negative values of the dimensionless distance x and 
moved towards the positive values. (The negative dimensionless 
distances will be described as the blade entry side of the test strip 
while the positive values will be described as the blade exit side 
of the test strip.) For / = 100 Hz in Fig. 9 (a ) , local Nusselt 
numbers are lower than the steady jet Nusselt numbers given by 
Eq. (3). This reduction occurs since the enhanced cooling during 
boundary layer development is insufficient to offset the reduced 
cooling during the brief period when the jet flow ceases during 
each pulsation cycle. As the frequency is raised, Nusselt numbers 
increase along the entire length of the test strip as the period for 
decreased heat transfer is reduced and the time for boundary layer 
development given by T becomes shorter. However, increases 
are not monotonic and local Nusselt numbers eventually decrease 
at higher frequencies. Stroboscopic observations revealed that the 
coherence of the impinging jet flow eventually became degraded 
as the pulsation frequency was raised. The high frequency, pul
sating jet with e = 100 percent was essentially transformed into 
a collimated spray with individual packets of water striking the 
test strip in succession. The jet structure was thereby degraded 
to such an extent that the favorable characteristics of the stag
nation flow were lost and heat transfer was reduced. It should be 
noted that the actual pulsation frequencies at which peak en
hancements are attained is dependent on the method employed 
to induce the pulsations. For example, pulsations in miniature 
jets can be produced by rapidly varying the flow supplied to the 
nozzle and degradation to the impinging flow would likely occur 
at higher frequencies than those in this study in which a moving 
blade induced pulsations by directly contacting a relatively large 
jet. Alternately, air injection into the nozzle might yield periodic 
boundary layer renewal as air bubbles strike the surface. Higher 
enhancements than shown in Fig. 9(a) might therefore be 
achieved with alternate pulsation techniques. 

The maximum Strouhal number (S„, =fw/uj) in Fig. 9(b) was 
restricted due to the comparatively high jet Reynolds number 
(Re„o s 19,300). This Strouhal number is below the values at 
which peak enhancements occur in Fig. 9(a) . Consequently, lo
cal Nusselt numbers increase monotonically with pulsation fre
quency. Enhancements arose above 181 Hz (Slv = 0.279) and 
were more prominent on the blade entry side of the jet (x < 0) 
since a portion of the jet was deflected by the moving blade and 
generated a backwash (Zumbmnnen and Aziz, 1993). 

In Fig. 9, heat transfer enhancements as high as 33 percent 
were measured as the pulsation frequency was raised. Enhance
ments occurred for Strouhal numbers above about 0.27, which 
agrees with a threshold Strouhal number proposed in the related 
study by Zumbmnnen and Aziz (1993) based on boundary layer 
dynamics. A portion of the measured enhancements may have 
been due to increased turbulence intensity generated as the on/ 
off flow initially impinged on the surface. However, the agree
ment between the experimentally determined and theoretically 
predicted Strouhal numbers suggests that boundary layer renewal 
is the principal mechanism for heat transfer enhancement in the 
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Fig. 9 Effect of pulsation frequency on Nusselt number with the square-
pulse waveform (E = 100 percent) for (a) Re^ = 12,500 ± 300, Pr0 = 4.6 
± 0.8; (b) Re^, = 19,300 ± 300, Pr„ = 4.7 ± 0.6 

on/off pulsating jet flows of this study. Elementary calculations, 
which utilize the steady correlation result [Eq. (3a)] and assume 
turbulent flow conditions in the fluid supply system, show that 
comparable improvements to heat transfer can be obtained by 
raising the flow rate supplied to the nozzle by a factor of about 
1.62 and increasing the supply pressure by a factor of 2.63. Al
though such modifications are often a more feasible or desirable 
means to achieve improved cooling, enhancements due to the 
on/off jet flow were obtained without an increase in supply pres
sure and may be of practical benefit where an increase in system 
flow rate is not desirable or attainable. 

Although measured enhancements were generally in good 
agreement with those reported in the related study by Zumbrun-
nen and Aziz (1993), the maximum enhancements were less. 
This discrepancy is attributed to a slightly premature degradation 
in the on/off jet flow at high pulsation frequencies due to minor 
reductions made to the thickness of the rotating hydrofoil-like 
blades on the wheel depicted in Fig. 2. Such degradation in a 
purely on/off incident jet flow, although slight, can have a pro
nounced effect on enhancement since heat transfer coefficients 
increase theoretically in an exponential fashion with pulsation 
frequency. Thus, larger enhancements might be attainable by 
carefully developing a system that preserves the impinging jet 
flow structure at high pulsation frequencies. However, the ex
tended range in pulsation frequency of this study demonstrates 
that maximum enhancements eventually arise in an on/off jet 
flow as frequency is raised since the jet is eventually transformed 
to a spray. 

Conclusions 
The flow field characteristics and convective heat transfer dis

tributions of pulsating, impinging planar water jets were inves
tigated. For a sinusoidal pulse profile, time-averaged, stagnation 
region Nusselt numbers were reduced by as much as 17 percent 
when the pulse magnitude was large. Reductions decreased 
markedly away from the stagnation line and were attributed 
chiefly to the nonlinear dynamic responses of the hydrodynamic 

and thermal boundary layers and to a lesser degree to bulges in 
the jet free surface. For pulsating jets with a square-pulse profile 
and an on/off incident flow, Nusselt numbers at the stagnation 
line were enhanced by as much as 33 percent for S„, > 0.26 due 
to periodic boundary layer renewal. However, enhancements 
eventually decreased with increasing frequency as the coherence 
of the impinging jet flow became degraded by the intermittency 
and the on/off jet flow was effectively transformed to a spray. 
Enhancements obtained with the on/off pulsating jet (e = 100 
percent) suggest that enhancements might also be obtained at 
high pulsation frequencies as e -»100 percent with the sinusoidal 
pulse waveform. 
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Influence of Mainstream 
Turbulence on Heat Transfer 
Coefficients From a Gas 
Turbine Blade 
The influence of mainstream turbulence on surface heat transfer coefficients of a gas 
turbine blade was studied. A five-blade linear cascade in a low-speed wind tunnel 
facility was used in the experiments. The mainstream Reynolds numbers were 100,000, 
200,000, and 300,000 based on the cascade inlet velocity and blade chord length. The 
grid-generated turbulence intensities at the cascade inlet were varied between 2.8 and 
17 percent. A hot-wire anemometer system measured turbulence intensities, mean and 
time-dependent velocities at the cascade inlet, outlet, and several locations in the middle 
of the flow passage. A thin-foil thermocouple instrumented blade determined the surface 
heat transfer coefficients. The results show that the mainstream turbulence promotes 
earlier and broader boundary layer transition, causes higher heat transfer coefficients 
on the suction surface, and significantly enhances the heat transfer coefficient on the 
pressure surface. The onset of transition on the suction surface boundary layer moves 
forward with increased mainstream turbulence intensity and Reynolds number. The heat 
transfer coefficient augmentations and peak values on the suction and pressure surfaces 
are affected by the mainstream turbulence and Reynolds number. 

Introduction 
In recent years, the trend for higher inlet gas temperatures in 

turbine engine designs has caused an increase of the heat load to 
the turbine components. Highly sophisticated cooling techniques 
such as film cooling and augmented internal cooling maintain 
acceptable safety requirements in turbine airfoils under extreme 
operating conditions. The effect of mainstream turbulence gen
erated by the combuster and/or the upstream blade row on the 
airfoil heat transfer is a crucial problem in advanced gas turbine 
engine design. To provide a better cooling design, it is important 
to understand where the heat is transferred in the turbine airfoils. 
This study focuses on the influence of high mainstream turbu
lence on the surface heat transfer coefficient distributions on a 
turbine airfoil model. 

Consider convective heat transfer for turbulent flow over a flat 
plate. Blair (1983a, 1983b) studied the effect of grid-generated 
turbulence on flat plate heat transfer and reported that the tur
bulent heat transfer coefficient for a turbulence intensity of 6 
percent increases by 18 percent as compared to that without a 
grid. Simonich and Bradshaw (1978) and Hancock and Brad-
shaw (1983) reported similar results. Young et al. (1992) inves
tigated the influence of jet-grid-generated turbulence on flat plate 
heat transfer. They reported that the turbulent heat transfer co
efficient for a turbulence intensity of 15 percent increases by 50 
percent when compared to the zero turbulence correlation in the 
fully turbulent region. O'Brien and VanFossen (1985) studied 
the effect of jet-grid-generated turbulence on heat transfer from 
the leading edge of a circular cylinder in crossflow. They found 
that for cylinder Reynolds numbers 48,000-180,000 the heat 
transfer coefficient for a turbulence intensity of 10-12 percent 
increases by 37-53 percent over the zero turbulence intensity 
case. Bellows and Mayle (1986) examined heat transfer down-
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stream of a leading edge separation bubble on a blunt body. They 
reported that heat transfer through a separation region and for a 
turbulence intensity of 0.4 percent increases almost an order of 
magnitude and is about 50 percent higher near reattachment than 
that predicted by the turbulent flat plate correlation. Mehendale 
et al. (1991) investigated the effect of jet-grid-generated turbu
lence on leading edge heat transfer and reported an increase of 
up to 50 percent, which can be correlated by the Lowery and 
Vachon (1975) equation. They also reported that the mainstream 
turbulence intensity (up to 15 percent) does not shift the location 
of the separation-reattachment region. The reattachment heat 
transfer coefficients are about the same despite mainstream tur
bulence levels and are much higher than the turbulent flat plate 
correlation. Brown and Martin (1979, 1982) studied the effects 
of mainstream turbulence on turbine blade heat transfer coeffi
cients. They showed that under gas turbine engine conditions, the 
scale and frequency of mainstream turbulence may be as impor
tant as its intensity in determining local heat transfer coefficients 
around the blades. 

Many studies have investigated the effect of upstream un
steady wake and mainstream turbulence on the surface heat trans
fer coefficient distributions from a turbine blade. Dunn (1986), 
Dunn et al. (1986, 1989, 1994), Blair et al. (1989a, 1989b), 
Abhari et al. (1992), and Blair (1994) conducted experiments 
in rotor-stator blade rows. Two techniques produced unsteady 
wakes in laboratory simulations. Pfeil et al. (1983), Liu and Rodi 
(1989,1992), and Priddy and Bayley (1988) used a squirrel cage 
type wake generator. Doorly and Oldfield (1985), Ashworth et 
al. (1985), Doorly (1988), Wittig et al. (1987, 1988), Dullen
kopf et al. (1991), Dullenkopf and Mayle (1994), O'Brien and 
Capp (1989), O'Brien (1990), and Han et al. (1993) used a 
spoked wheel type wake generator. All results show that an un
steady passing wake promotes earlier and broader boundary layer 
transition and causes a higher heat transfer coefficient on the 
suction surface (up to 3.4 times). It also enhances the heat trans
fer coefficient on the pressure surface (up to 1.8 times). Mayle 
and Dullenkopf (1990) and Mayle (1991) introduced a time-
averaged intermittence factor to develop a theory to incorporate 
the unsteady effect into a steady flow analysis. They found the 
theory to predict very well the experimental heat transfer coef-
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ficients on the suction surface of a turbine blade in a spoked 
wheel generated wake flow condition (Dullenkopf et al., 1991). 

This study is a continuation of Han et al. (1993) and focuses 
on the effects of grid-generated turbulence (instead of unsteady, 
wake-generated) on turbine blade heat transfer. A five-blade lin
ear cascade was installed in a low-speed wind tunnel for the flow 
and heat transfer coefficient measurements. Two different sizes 
of grid, similar to those used by Mehendale et al. (1991), pro
duced upstream turbulence. The first, a coarse grid, could pro
duce a turbulence intensity of up to 17.0 percent and the second, 
a fine grid, could generate a turbulence intensity of up to 8.1 
percent at the cascade inlet. Both pressure and suction surface 
local heat transfer coefficients were obtained for mainstream flow 
Reynolds numbers of 100,000, 200,000, and 300,000, based on 
the cascade inlet velocity and blade chord length. The main ob
jectives of this study were: (1) to determine the effect of grid-
generated turbulence on the blade heat transfer coefficients at a 
given mainstream flow Reynolds number, (2) to determine the 
effect of mainstream flow Reynolds number on the blade heat 
transfer coefficients at a given upstream grid-generated turbu
lence level, (3) to identify the peak heat transfer coefficient aug
mentation and the boundary layer transition location induced by 
the grid-generated turbulence, and (4) to identify the peak heat 
transfer coefficient augmentation and the onset of boundary layer 
transition induced by the mainstream Reynolds number. 

Test Apparatus and Instrumentation 

Low-Speed Wind Tunnel. Figure 1 is a schematic of the 
low-speed, open-loop wind tunnel. It was designed as a suction-
type wind tunnel to avoid uncontrolled turbulence of the dis
charge side of the blower. Two separate pieces of stainless steel 
screen assure the uniform and parallel flow going into the nozzle. 
The two-dimensional, 4.5:1 contraction nozzle produced a uni
form flow entering the test channel. The test channel was 25.4 
cm high, 75.0 cm wide in cross section, and had a 107.49 deg 
turn to fit the turning of a five-airfoil cascade. The test channel 
width was reduced to 35 cm at the cascade outlet to guide the 
trailing edge parallel flow. The cascade inlet velocity (main
stream Reynolds number) was varied by controlling a sliding 
gate at the discharge end of the 15 hp (11.2 kW) blower and was 
continuously monitored by a pitot probe located inside the wind 
tunnel. A central air-conditioning system maintained the cascade 
inlet temperature at 25 °C. 

Linear Cascade Design and Analysis. Figure 2 shows the 
linear cascade designed to fit the low-speed wind tunnel facility 
with an inlet velocity between 7 and 21 m/s. The airfoil config
uration was scaled up by a factor of 5 to produce a velocity ratio 
distribution similar to that inside a typical advanced high-pres
sure turbine-blade row. The airfoil design and analysis were done 
by the computer software BLADES. The cascade, made of high-
quality model wood (RAN SHAPE), had a chord length of 22.68 
cm, a radial span of 25.4 cm, and a blade spacing of 17.01 cm. 
The middle blade could be instrumented as a pressure tap blade 

Blower 

Test section 

Nozzle 

Fig. 1 Schematic of test apparatus 

or a heat transfer blade. Figures 4 and 5 show the blade's ori
entation and coordinates. Four slots were located on either side 
of the middle blade at the cascade inlet and outlet plane while 
three additional slots were located in the middle path between 
the middle blade and the blade on the pressure side. These slots 
measured flow velocities, turbulence intensities, turbulence fluc
tuations at the cascade inlet and outlet, and along the middle flow 
path. They also checked flow periodicity in either side of the 
middle blade at the inlet and outlet plane. 

Grid-Generated Turbulence. Figure 3 shows two different 
grids used to generate different levels of turbulence intensity. 
Both grid #1 and grid #2 were made of square bars and located 
upstream from the cascade as shown in Fig. 2. Grid #1 (coarse) 
had 1.3 cm bar width and 4.8 cm bar pitch, and was designed to 
generate higher turbulence intensities. Grid #2 (fine) had 0.5 cm 
bar width and 1.9 cm bar pitch, and was designed to generate 
lower turbulence intensities. The horizontal bars were placed in 
front of the vertical bars in each grid. Fifty-four percent (54%) 
of each grid was an open space for air flow. The grids were 
located 21 cm, 30 cm, and 60 cm, respectively, upstream from 
the leading plane of the cascade. Table 1 shows the grid locations 
and corresponding turbulence intensities measured at the cascade 
inlet for each of the three Reynolds numbers. Grid #1 upstream 
location turbulence intensities at the cascade inlet are 17 percent 
for the 21 cm (sld = 16), 13.4 percent for the 30 cm (s/d = 
23), 5 percent for the 60 cm (s/d = 46). The corresponding 
dissipation length scales are about 1.3 cm, 1.4 cm, and 1.5 cm, 
respectively. The grid #2 upstream location turbulence intensities 
at the cascade inlet are 8 percent for the 21 cm (sld = 42), 5.7 
percent for the 30 cm (sld = 60), and 2.8 percent for the 60 cm 
(sld = 120). The corresponding length scales are about 0.8 cm, 

Nomenclature 

C = airfoil chord length 
d = bar width of turbulence grid 
h = local heat transfer coefficient 
H = blade radial (spanwise) length 
k = thermal conductivity of air 

Nu = local Nusselt number based on 
blade chord length = hC/k 

q" = net surface convective heat flux 
q'gm = foil-generated surface heat flux 
q [oss = surface heat flux loss 

Re 

T 
Too 

Tu 
U 

Reynolds number based on chord 
length and cascade inlet velocity 
= V,Clv 
distance from turbulence grid to 
cascade inlet 
blade surface temperature 
mainstream air temperature at the 
inlet of the cascade 
local turbulence intensity 
local instantaneous velocity 

U = local time-mean velocity 
V = mean velocity in flow path 

V! = mean velocity at cascade inlet 
V2 = mean velocity at cascade outlet 
X = blade surface coordinate in 

streamwise direction 
Y = blade radial (spanwise) coordinate 
v = kinematic viscosity of air 
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Fig. 2 Schematic of the linear turbine blade cascade 

1.1 cm, and 1.7 cm, respectively. These dissipation length scales 
are estimated from the method proposed by Hancock and Brad-
shaw(1983). 

Hot-Wire Instrumentation. A calibrated single hot-wire 
probe was located in one of seven slots around the middle blade 
shown in Fig. 2. The probe was connected to the TSI IFA100 
anemometer, the TSI IFA200 digitizer, and the DATA TRANS
LATION A/D convertor, which has a sample frequency up to 
100 kHz. The sample frequency was 50 kHz and the sample size 
was 30,000. Both the digitizer and A/D convertor were inter
faced to an IBM PC. The data can be analyzed further on a Micro 
VAX to get the turbulence intensity, the turbulence fluctuation, 
and the mean velocity. The local time-mean velocity U and local 
turbulence intensity Tu can be calculated by Eqs. (1) and (2), 
respectively: 

a=h$u™ 

Tu 

l(U(i)-U)2/(N- 1) 

U 

(1) 

(2) 

where iV is the number of samples. 

Heat Transfer Blade Instrumentation. Twenty-six stainless 
steel foil strips are cemented vertically on the outer surface of 
the instrumented blade (see Fig. 4) . Each strip of foil is 25.4 cm 
long, 1.75 cm wide, and 0.038 mm thick. The foils are connected 
in series by copper bus bars. This surface, when heated, serves 
as a constant heat flux surface for the heat transfer tests. Seventy-
eight calibrated thermocouples of 36 gage copper-constantan are 
soldered on the underside of the foils (three for each strip around 
the middle portion of the radial span). A Fluke 2285b data log
ger, interfaced with an IBM PC, and the Micro VAX analyzed 
the output data of all thermocouples. An autotransformer pro
vides heat generation in the foils by controlling current and volt
age in the circuit. Circuit current and voltage (and resistance) 
are measured by a Fluke digital multimeter and a Fluke AC cur
rent clamp, respectively. The local heat transfer coefficient can 
be calculated as 

h 1% 1 loss 

T„ T - T 
(3) 

where q" is a net local convective heat flux from the foil surface, 
q g'en is the surface-generated heat flux from voltage-current mea
surements, and q"oss is local heat loss and is a function of the local 
wall temperature. T„ is local steady-state foil surface temperature 

25.3 Grid 1 

JJLJJJJLU-JJJL1JUL1X 

4.8 
»*H U« 1.3 

88.0 

25.2 Grid 2 

1 - 9 ——lu-— 0.5 (unit; o m ) 

Fig. 3 Sketch of the two turbulence grids 

(or local wall temperature), which was about 40-50°C, and Talv 

was about 25°C and is the local adiabatic wall temperature mea
sured when the air flow was on but the foil heat was off. In this 
study, Taw — T„ since Mach number is much less than 1. Loss 
tests found total heat loss from the test blade for a no-flow con
dition. The loss calibration was done by supplying power to the 
test blade for steady state. This was done for several different 
power inputs to get the relation between the total heat loss and 
the individual foil temperature. Local radiation loss was esti
mated using a foil emissivity of 0.22 at 45°C. By knowing the 
two, conduction loss was estimated. The total heat loss for the 
entire blade surface is about 10 percent of the heat input (4 per
cent due to conduction and 6 percent due to radiation). The local 
heat losses vary from 6 to 11 percent depending on location and 
surface temperature. The local heat transfer coefficient was then 
converted into the local Nusselt number, Nu = h Clk, based on 
the blade chord length and the air thermal conductivity. The un
certainty analysis was carried out based on Kline and McClintock 
(1953). The uncertainties due to q'^.n, q"oss, and (Tw — Ta„) are 
2, 4, and 4 percent, respectively. The maximum uncertainty in 
Nu is less than 7 percent for all three Reynolds number cases. 

Pressure Tap Blade Instrumentation. Twenty-six pressure 
taps were located in the midspan of the pressure tap instrumented 
blade: 1 at the leading edge (stagnation point), 11 on the pressure 
side, and 14 on the suction side. The pressure taps were con
nected to an inclined manometer for the blade surface static pres
sure measurements. A pitot probe also measured mainstream 

Thin foil heater 

Thermocouple 

locations 

Fig. 4 Heat transfer instrumented blade 
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Fig. 5 Velocity distribution on the pressure-tap blade under mainstream 
turbulence conditions 

flow velocity at the inlet and exit of the cascade and to check the 
results from the hot-wire anemometer. 

Test Conditions and Flow Measurement 
Before conducting the heat transfer test, a measurement was 

made to confirm the periodicity of velocity profiles between ad
jacent flow paths on either side of the middle blade (instrumented 
blade). Velocity profiles in the radial (spanwise) direction for 
three Reynolds numbers at flow paths on either side of the middle 
blade at inlet and outlet planes have been measured to make sure 
the flow in the middle part of the span is two dimensional. The 
results show that the inlet and outlet velocity profiles for no in
serted turbulence grid are uniform between a 25 and 75 percent 
span (Han et al., 1993). Thus, the Nusselt numbers are free from 
the top and bottom wall boundary layer effects. Surface static 
pressure distribution was measured using the pressure tap instru
mented blade (see Fig. 5 for the blade's orientation and coordi
nates). This can calculate the velocity distribution on both the 
pressure and suction sides of the airfoil. The uncertainty of the 
velocity calculated by using the static pressure distributions along 
the blade is about 5 percent. Figure 5 shows the distribution of 
velocity ratio (V/V2) between local (V) and cascade exit (V2) 
velocity for flow with no turbulence grid (for Re = 100,000, 
200,000, 300,000), and for grid #1 and grid #2 flow at the up-

Table 1 Mainstream velocity and turbulence conditions 

Grid 

Grid III 

Grid #2 

No Grid 

Lucation cm (s/d) 

21 (16). 30(23), 60(46) 

21(42), 30(60), 60(120) 

None 

V„ m/s 

21 
14 
7 

21 
14 
7 

21 
14 
7 

Re 

300,000 
200,000 
100,000 

III
 

300,000 
200,000 
100,000 

Tn, % 

17, 13.4,5 
17, 13,5 

14.2,11,5 

8,5.7,2.8 
8.2,6,3.1 

7,5,3 

0.75 
0.72 
0.70 

1 30 
13 

O Right G r i d #1 a , S/(J _ 1 6 
~ Left 

f"8ht Grid #1 at s/d = 23 Left 

0.2 0.4 0.8 1.0 
Y/H 

Fig. 6 Inlet and outlet velocity and turbulence intensity profiles for Re -
300,000 

stream location 21 cm from the cascade leading plane (for Re = 
300,000). Note that the horizontal coordinate is the percentage 
of the axial distance on both the pressure and suction sides of the 
blade. The solid line in Fig. 5 is the pretest prediction based on 
Re = 200,000. The velocity distributions for the flow with and 
without turbulence grids are similar, except that velocity distri
butions for the flow with a grid are lower than that without a 
grid. 

Mainstream turbulence intensity at the cascade inlet without 
the insertion of any turbulence grid is about 0.7 percent. Higher 
turbulence intensities are obtained by inserting one of two tur
bulence grids at one of the three upstream locations listed in 
Table 1. The turbulence grids are located parallel to the leading 
surface of the blade cascade instead of perpendicular to the flow 
direction as noted in Fig. 2. Table 1 shows that the same grid at 
the same location creates slightly different turbulence intensities 
for the three tested Reynolds numbers. A single-wire hot-wire 
probe (4 fj,m diameter, tungsten wire) measured time-dependent 
velocities and turbulence intensities in the inlet, outlet, and three 
locations in the middle of the flow path (see Fig. 2, hot-wire 
probe holes). The hot-wire probe was frequently calibrated using 
a fourth-order polynomial approximation to ensure true velocity. 
The uncertainties of the velocity and turbulence intensity calcu
lated by using the hot-wire anemometer are 5 and 10 percent, 
respectively. Figure 6 shows velocity and turbulence intensity 
profiles in the radial direction at the inlet and outlet of the left 

Re = 300,000 

I 
No Grid 

-V— Grid #1 
-O— Grid #2 
—®— Mean Velocity 

Pressure surface X/C Suction surface 

Fig. 7 Turbulence intensity and mean velocity along the flow path 
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and right flow paths with grid #1 at the upstream location 21 cm 
(sld = 16, Tu = 17 percent at the cascade inlet) and 30 cm (s/ 
d = 23, Tu = 13.4 percent at the cascade inlet), respectively, 
from the cascade leading plane. The results suggest that the inlet 
and outlet velocity and turbulent intensity profiles in both flow 
paths are uniform in the 60 percent midspan region. The perio
dicity of velocity and turbulence profiles between adjacent flow 
paths is acceptable. Also, the flow directions at the inlet and 
outlet of both flow paths were uniform. Thus, the uniformity of 
the flow and the homogeneity of the turbulence was established. 
Figure 7 shows the measured turbulence intensity distributions 
for the flow with no grid, flow with grid #1 and flow with grid 
#2 at the 21 cm upstream location, respectively. Note that the 
turbulent fluctuations decay slightly from the inlet to the outlet 
of the cascade but the turbulent intensities decay significantly 
along the flow path for both grid #1 and grid #2. This is because 
the mainstream mean velocity increases along the flow path 
(pressure side X/C < -0 .2 , suction side X/C > 0.4) as shown 
on the same plot. The outlet mean velocity is about 2.4 times the 
inlet mean velocity. Therefore, the local turbulence intensity 
(based on the local mean velocity) at the cascade exit is lower 
due to a higher mean velocity. The turbulent intensity for the 
flow without a grid at the second location (pressure side XIC = 
-0.2; suction side X/C = 0.4) is slightly higher than that of the 
inlet because the flow is disturbed by the cascade's leading edge. 
This study was not intended to find the detailed velocity and 
turbulence distributions in the entire boundary layer flow. The 
present measurements do not provide a detailed picture of the 
flow field around the airfoil. Nevertheless, it may be helpful to 
understand the heat transfer data. 

Heat Transfer Results 
Heat transfer coefficient distributions under no-grid conditions 

for Reynolds numbers of 100,000, 200,000, and 300,000 were 
measured to serve as a comparison basis. Those measurements 
were repeated to make sure the data were repeatable. The results 
showed that the variation for different test runs was no more than 
3 percent. 

Figure 8 shows the effect of mainstream turbulence on local 
Nusselt number distributions on the pressure and suction surfaces 
of the airfoil for a Reynolds number of 300,000. Grid #1 is at 21 
cm, 30 cm, and 60 cm upstream from the cascade and produces 
the cascade inlet turbulence intensities of 17.0, 13.4, and 5.0 
percent, respectively. Grid #2, at the same three locations as grid 
#1, produces the cascade inlet turbulence intensities of 8.1, 5.7, 
and 2.8 percent. The Nusselt number distributions for the flow 
without a grid (Tu = 0.7 percent) were also included for com
parison. Results for Tu = 0.7 percent show that the Nusselt num
ber on the suction surface decreased monotonically with increas
ing streamwise distance from stagnation due to boundary layer 
growth. However, the Nusselt number increases sharply past XI 
C = 0.85 due to boundary layer transition. The low turbulence 
data of this study follow the predicted results from the modified 
version of the STAN5 program (Gaugler, 1981). The Nusselt 
number on the pressure surface decreases sharply with increasing 
XIC for the same 0.7 percent turbulence condition, but gradually 
starts to increase from XIC = —0.2 due to strong acceleration. 
The high turbulence results show that the local Nusselt number 
increases with increasing mainstream turbulence intensity over 
the entire blade surface. The Nusselt number near the suction 
side leading edge for a 17 percent cascade inlet turbulent intensity 
is 25-30 percent higher than the 0.7 percent turbulent intensity 
case. Since the Nusselt number near the suction side leading edge 
for the flow without a grid (Tu = 0.7 percent) is already very 
high (Nu = 1600), this 25 percent is a big increase in the ab
solute value of the heat transfer rate. The local Nusselt number 
increment due to higher mainstream turbulence intensity is sig
nificant for the blade suction surface. The corresponding turbu
lent intensity at the cascade inlet is as high as 17 percent for grid 

#1 at 21 cm upstream from the cascade. The maximum local 
Nusselt number near the suction side transition region (X/C = 
0.8, Nu = 1200) is about 3.5 times that of the no-grid 0.7 percent 
turbulence intensity case (X/C = 0.8, Nu = 350). Figure 8 shows 
that the higher mainstream turbulent intensity produces the 
higher suction side surface heat transfer coefficient. This is be
cause the higher turbulent intensity induces an early boundary 
layer transition from laminar to turbulent flow. The onset of tran
sition on the suction surface boundary layer moves forward with 
increased mainstream turbulence intensity. For example, the tran
sition point moves from X/C = 0.8 to X/C < 0.4 when the 
mainstream turbulent intensity increases from 0.7 to 17 percent. 
The results also show that the higher turbulence creates a broader 
transition length than the lower turbulence. This is because tran
sition begins earlier (i.e., smaller X/C) at the higher turbulence 
intensities. However, the flow acceleration (see Fig. 5) reduces 
the production of turbulence spots and delays the completion of 
the transition process. Thus, the higher turbulence causes an ear
lier transition and the flow acceleration produces a broader tran
sition length on the suction surface when compared to the lower 
turbulence. The present results of the mainstream turbulence-in
duced transition phenomena support Mayle's (1991) intermit-
tency transition theory. Mayle found that the boundary layer tran
sition from laminar to turbulent flow on the blade suction surface 
is composed of two parts: bypass (or natural) transition and un
steady wake-induced transition. The increase in mainstream tur
bulence intensity causes an earlier turbulence-induced transition 
that results in a higher heat transfer coefficient over the blade 
surface. He showed that the time-averaged heat transfer distri
bution on the suction surface can be obtained from the predicted 
time-averaged intermittency factor, and the laminar and turbulent 
heat transfer distributions calculated from steady-flow low tur
bulence conditions. Zhang (1993) applied Mayle's theory to this 
study and obtained the time-averaged intermittency factor at el
evated turbulence conditions. He then combined the time-aver
aged intermittency factor with the steady-flow laminar and tur
bulent heat transfer data at 0.7 percent low turbulence conditions 
for heat transfer predictions. Figure 8 shows that Mayle's theory 
(1991) predicts the present data well but the theory underpredicts 
the data before transition for the high turbulence levels. Note that 
when the turbulent intensity is greater than 10 percent, the suction 
surface Nusselt number increases greatly even in the laminar 
boundary layer region X/C < 0.4. This may be because the lam
inar boundary layer in this region is highly disturbed by the high 
mainstream turbulence and, therefore, the heat transfer is en
hanced. 
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Fig. 8 Effect of mainstream turbulence on local Nusselt number distri
bution for Re = 300,000 
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Fig. 9 Effect of mainstream turbulence on local Nusselt number distri
bution for Re = 200,000 
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Fig. 10 Effect of mainstream turbulence on local Nusselt number distri
bution for Re = 100,000 

Consider the Nusselt number distributions on the pressure sur
face. Figure 8 shows that the pressure surface Nusselt number 
increases incrementally with increasing mainstream turbulence 
intensity. The Nusselt number remains uniform over the main 
portion of pressure surface at each level of turbulence. This is 
because the laminar boundary layer is highly disturbed with no 
transition occurring on the pressure surface. For a 17 percent 
turbulence intensity, the maximum local Nusselt number incre
ment on the pressure surface (at X/C = —0.2) is about 2 times 
that of the no-grid 0.7 percent turbulence intensity case. 

Consider the effect of mainstream turbulence on the Nusselt 
number distributions for other Reynolds numbers. Figure 9 
shows the effect of mainstream turbulence on local Nusselt num
ber distributions for Re = 200,000 and Fig. 10 is for Re = 
100,000. The results show that the turbulence intensity effect on 
the local Nusselt number distributions is similar to those for Re 
= 300,000 as discussed above. However, the local Nusselt num
bers over the entire blade surface are lower for the smaller Reyn
olds number and the transition locations are closer to the trailing 
edge for the smaller Reynolds number despite mainstream tur
bulence levels. 

Grid-Induced Transition and Heat Transfer Augmen
tation 

The local heat transfer coefficients are replotted to examine 
further the relation between the heat transfer coefficient distri
bution and the mainstream turbulence level for a given Reynolds 
number flow. Figure 11 shows the effect of mainstream turbu
lence on the local Nusselt number augmentation over the blade 
surface for Reynolds numbers 300,000, 200,000, and 100,000, 
respectively. The local Nusselt number augmentation is the ratio 
of local heat transfer coefficient with grid-generated turbulence 
to that with no grid. The results show that the higher the main
stream turbulence intensity the greater the heat transfer coeffi
cient augmentation on both pressure and suction surfaces. The 
mainstream turbulence effect on the local heat transfer incre
ments on both the pressure and suction surfaces show a similar 
trend for the three Reynolds numbers studied. There exists a peak 
value of the heat transfer coefficient ratio (augmentation) on the 
respective suction and pressure surface for each inlet turbulence 
intensity level at a given Reynolds number. For the given Reyn
olds number, the suction side heat transfer augmentation and its 
peak ratio increase and shift forward with increasing turbulence 
level. This is due to the turbulence-induced earlier transition as 
discussed above. The highest peak ratios are about the same 
(3.2-3.5) for the three Reynolds numbers. There is a sharp in

crease and decrease before and after each peak heat transfer ratio 
and the heat transfer ratio near the leading is larger than that near 
the trailing. This is because the mainstream turbulence has more 
impact on the laminar boundary layer than that on the turbulent 
boundary layer. Figure 11 also shows that the pressure side heat 
transfer augmentation and its peak ratio increase with increasing 
turbulence level for a given Reynolds number. The highest peak 
ratios are about 2.0 for all three Reynolds numbers. Each peak 
ratio is at X/C = —0.2 no matter the turbulence level and the 
Reynolds number. The peak heat transfer ratio near X/C = —0.2 
may be due to the interactions between the pressure side Gortler 
vortices and high mainstream turbulence. 
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Fig. 11 Effect of mainstream turbulence on local Nusselt number ratio 
distribution for studied Reynolds numbers 
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Fig. 12 Effect of Reynolds number on local Nusselt number ratio distri
bution for studied mainstream turbulence levels 

Figure 12 shows the effect of the Reynolds numbers on blade 
surface heat transfer augmentation at several mainstream turbu
lence levels generated by grid #1. The results show that the peak 
heat transfer ratio is about the same for a given turbulence level. 
However, the peak ratio on the suction surface shifts forward 
because the higher Reynolds number causes an earlier boundary 
layer transition. The heat transfer augmentation on the pressure 
surface (X/C < -0 .2) decreases with increasing Reynolds num
ber. However, the peak ratios are still at X/C = -0 .2 for all 
Reynolds numbers and turbulence levels studied. Figure 12 also 
shows that the Reynolds number effect on the heat transfer ratios 
for lower turbulence level is similar to the higher turbulence lev
els, except that the corresponding heat transfer ratios and their 
peak values are lower. 

Concluding Remarks 
The influence of high mainstream turbulence on surface heat 

transfer coefficients of a gas turbine blade has been investigated. 
Local Nusselt number distributions on the blade surface were 
obtained under six, grid-generated turbulence levels for three 
mainstream Reynolds numbers. The main conclusions are: 

1 The grid-generated turbulence promotes a much earlier and 
broader boundary layer transition on the suction surface 
and greatly augments its surface heat transfer coefficients. 
The mainstream turbulence also significantly augments the 
pressure surface heat transfer coefficients. 

2 The leading edge, the suction surface, and the pressure 
surface heat transfer coefficients for a 17 percent cascade 
inlet turbulence intensity can be 25-30, 200-250, and 100 
percent higher than that of the no-grid 0.7 percent turbu
lence intensity case. 

3 For a given Reynolds number flow, the heat transfer co
efficient augmentation on the suction surface increases and 
its peak ratio moves forward with increased mainstream 

turbulence level. The heat transfer coefficient augmenta
tion on the pressure surface also increases but its peak ratio 
location is always at X/C = -0 .2 regardless of turbulence 
level. The peak Nusselt number augmentations on the suc
tion surface are greater than that on the pressure surface 
regardless of Reynolds number and turbulence level. 

4 For a given mainstream turbulence level, the peak heat 
transfer augmentation on the suction surface remains con
stant but shifts forward with increased Reynolds number. 
There are sharp increases and decreases in heat transfer 
ratios before and after these peak ratios. The locations of 
those peak ratios are associated with the suction surface 
boundary layer transition induced by the mainstream 
Reynolds number and the strength of the mainstream tur
bulence level. Those peak ratios are lower for the lower 
mainstream turbulence level despite the Reynolds number. 

5 It should be noted that the present results are based on grid-
generated turbulence levels for Reynolds numbers between 
100,000 and 300,000. Although the present Reynolds num
bers are lower than in most gas turbine applications, tran
sition is still important at full scale and the present data 
should be useful for testing laminar-transition-turbulent 
prediction methods. 
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ass Transfer With Flow 
Through an Array of Rectangular 
Cylinders 
The mass transfer from an array of naphthalene-coated parallel rectangular cylinders, 
through which air passes in a slitlike flow, has been measured. The local Sherwood 
numbers indicate that the flow pattern is asymmetric in spite of using an array of two-
dimensional, equally spaced identical cylinders. Smoke-wire flow visualization verifies 
this asymmetry, showing alternate short and long wakes around the cylinders, due 
probably to the instability of vortex shedding. On the side surfaces of the cylinders with 
the short wakes, the airflow deflects and reattaches, resulting in a high mass transfer. 
Also, a strong impinging effect is observed on the leeward (back) surface of these 
cylinders at high Reynolds numbers. Reattachment is not observed on the side surface 
for cylinders with the long wakes. On these, however, the mass transfer on the leeward 
surface is higher than on the short wake cylinders. This may be due to the relatively 
low naphthalene vapor concentration in the long wakes. The distribution of the short 
wakes (and the long wakes) is periodic and relatively stable. However, their position 
can be changed from one cylinder to the adjacent one by a disturbance. Measurements 
were taken over a moderate Reynolds number range of 300 to 3000 (based on the 
cylinder-to-cylinder pitch and approaching velocity). The laminar, transition, and tur
bulent nature in the wake flows can be inferred from the results. 

Introduction 
Two-dimensional flow through an array of rectangular cylin

ders is of fundamental importance. Limiting cases occur when 
the spacing between cylinders is very large or very small. In the 
former case, the flow is similar to flow around a single cylinder 
(no interaction with neighboring cylinders). With very small 
spacing, a two-dimensional jetlike flow occurs. However, flows 
with moderate spacing occur in many engineering applications, 
such as heat exchangers, electronic chips, and turbine blades. 

Two-dimensional flow patterns around bluff bodies have been 
investigated experimentally and numerically over a long period. 
Researchers have usually used an array of flat plates with large 
spacing in which individual symmetric flows occurred. Arie and 
Rouse (1956) observed symmetric flow behind a series of normal 
plates with tail plates for large spacing, but found asymmetric 
and unstable flow with nonreproducible results at a small spacing 
(SIW = 2.0). Milos et al. (1987) found numerically that the 
wake length for the flow past a cascade expansion increased lin
early with Res and decreased with increasing spacing at a given 
Re,, for SIW < 3.5. Two-dimensional steady symmetric flow 
through a uniform cascade of normal flat plates was studied by 
Ingham et al. (1990). Their numerical results were in good agree
ment with flow visualization at very low Reynolds numbers (up 
toRes. = 22.2). 

All of these studies considered steady symmetric flow behind 
bluff bodies for large spacing and low Reynolds number. How
ever, the flow becomes asymmetric and two dimensional (jet
like) when the spacing between the bluff bodies is small enough 
and as Reynolds number increases. Asymmetric separation in a 
plane duct with symmetric sudden expansion is well understood. 
Similar flow can occur behind an array of cylinders, with the side 
walls replaced by symmetry lines. Numerous investigators have 
studied the asymmetric flow separation, but only a few have stud
ied the heat transfer for a two-dimensional duct with sudden ex
pansion. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 1993; 
revision received January 1994. Keywords: Flow Instability, Flow Separation, Mass 
Transfer. Associate Technical Editor: R. J. Simoneau. 

Abbott and Kline (1962), Durst et al. (1974) and Cherdron et 
al. (1978) investigated the asymmetric flow, vortex pattern, shed
ding frequency, and size of wakes in symmetric, two-dimen
sional, sudden expansion ducts for low Reynolds numbers. They 
found that with increasing Reynolds number, the flows become 
asymmetric with separation regions of unequal size on opposite 
sides of the duct, but exist in a stable manner on either side. 

Filetti and Kays (1967) measured the local heat transfer on 
duct walls for a sudden expansion in flow cross section. They 
observed stable asymmetric flow. The sizes of the long and the 
short recirculating zones were independent of Reynolds number 
(7 X 10" < Re < 2.05 X 105, Re based on the hydraulic diameter 
of the duct cross section and an average velocity in the duct). 

Asymmetric flows have also been observed behind a pair of 
bluff bodies placed side by side in a free stream. Spivack (1946), 
Quadflieg (1977), and Williamson (1985) studied the critical 
gap size between a pair of bluff bodies at which the flows become 
asymmetric. 

The asymmetric pressure distributions for side-by-side circular 
cylinders and flat plates (two, three, or four cylinders) with small 
spacing were investigated by Gerhardt and Kramer (1981) and 
Hayashi et al. (1986), respectively. They observed asymmetric 
gap flow in a stable manner as in the previous cases. Most flows 
around several bluff bodies placed side by side are affected by 
the outside free stream, so that the wake flow patterns are irreg
ular. Both these studies concentrated on the wake flow, drag co
efficients, vortex shedding frequency, and wake sizes, rather than 
the heat transfer. 

The present study deals with a spacing of SIW = 0.5, where 
S is the slit width and W is the width of the cylinders. Under such 
spacing, the flows around neighboring cylinders interact and be
come asymmetric (Fig. 1). The objective of the present inves
tigation is to determine the flow patterns around the cylinders 
and obtain local mass transfer coefficients on the cylinder sur
faces, which can also be used in heat transfer analysis. 

The heat transfer as well as the vortex flow and drag from an 
array of rectangular cylinders or nozzle surfaces of slit-jet flows 
are important in many applications. Asymmetric heat (mass) 
transfer influenced by the flow instability has not generally been 
considered with flow around an array of rectangular cylinders or 
through slits. The present study reports on such mass transfer at 
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Windward Leeward 

Fig. 1 Schematic diagram of asymmetric flow (VJ = 2S, P = 3S, and t --
1.43S) 

a moderate Reynolds number (300 < Re, < 3,000). It reports 
on mass transfer for laminar, transition, and turbulent wake flows. 
In support of the mass transfer measurement, a smoke-wire vi
sualization of the flow is carried out (Fig. 2). The results clearly 
show asymmetric flow patterns. 

Experimental Apparatus and Procedure 
1 Experimental Apparatus. A sketch of the experimental 

apparatus is shown in Fig. 3. The test plate is positioned at the 
center of the plenum's top wall. The plenum chamber is 572 by 
572 by 1400 mm. The test plate has eight identical rectangular 
cylinders (with seven slits between them). 

There are a number of factors to be considered in selecting the 
three geometric parameters of the array of slits; the slit width S, 
the pitch P, and the thickness (depth) /. Each slit has S = 4.76 
mm, LIS = 16.8'(L = 80 mm), and tIS = 1.43 (t = 6.81 mm). 
The pitch P is selected as 35, hence the width of the cylinder W 
is 2S (Fig. 4) . The experiments are intended to model two-di
mensional flow through a row of rectangular cylinders. It is nec
essary to have sufficient aspect ratio so that end effects are min
imal. The aspect ratio is 16.8 to achieve two-dimensional fluid 
flow in the middle region, and a two-dimensional mass transfer 
field from the cast naphthalene of the middle region. The thick
ness of the cylinder, 1.435, is chosen so that the reattachment 
occurs at the side surface of the cylinder because the reattachment 
point for a thick circular orifice is about 1.2 times hole diameter 
downstream from the hole inlet (Lichtarowicz et al., 1965). 

Provisions are made to cover the peripheral surfaces of the 
middle cylinders by naphthalene. All surfaces of the cylinders 
were polished except the surfaces holding the cast naphthalene, 
which are roughened to aid in casting. 

Without the guide duct (Fig. 3), three dimensionality of the 
Sherwood number was observed particularly on the leeward side 
in spite of the large aspect ratio (Cho, 1992). This might occur 
from strong entrainment of the fluid from the sides of jets (span-
wise-directional flow). To increase the two dimensionality of the 
air flow and mass transfer over the test cylinders, a guide duct 
surrounding the test plate is fitted on the upstream and down
stream of the cylinders. The guide duct is attached to the centers 
of both end cylinders as symmetric lines to simulate an infinite 
numbers of cylinders on the plate (Fig. 4) . The guide duct ex
tends for 10 cm in the upstream direction (nozzle type) and 20 

Nomenclature 

•'-'naph 

K = 
K = 

L = 

P = 
1 atm 

s = 
T = 

constant in the correlation Eq. 
(6) 
effective cylinder diameter = 
2Wt/(W + i) 
mass diffusion coefficient for 
naphthalene vapor in air (Eq. 
(3)) 
local mass transfer coefficient 
mass transfer coefficient aver
aged over a surface 
length of the cylinder in lateral 
direction (Fig. 4) 
length coated by naphthalene 
on the rectangular cylinder (Fig. 
4) 
local naphthalene mass transfer 
rate per unit area from the rec
tangular cylinder surface 
exponent in the correlation Eq. 
(6) 
slit-to-slit pitch (Fig. 4) 
atmospheric pressure in mm Hg 
slit width (space between cylin
ders, Fig. 4) 
temperature of naphthalene sur
face in degrees Kelvin 
thickness of the rectangular cyl
inder (Fig. 4) 

U„ = 

W = 

X = 

x, = 
Y = 

z = 

Az = 

A T = 
v = 
a — 
ft = 

Aw = 

p„ = 

approaching velocity (0.33 m/s to 
3.3 m/s in present tests) 
width of the rectangular cylinder 
(Fig. 4) 
distance across the slits (Fig. 4) 
position along the periphery of 
the cylinder (Fig. 6) 
distance along the slit in lateral 
direction (Fig. 4) 
distance through the slit in 
streamwise direction; Z = 0 at 
the inlet of the slit (Fig. 4) 
local sublimation depth of naph
thalene 
exposure time in air flow 
kinematic viscosity of air 
standard deviation 
density of solid naphthalene 
naphthalene vapor density on the 
cylinder surface 
naphthalene vapor density in ap
proaching flow = 0 

Dimensionless parameters 
Nu = Nusselt number 

Nu,,, = Nusselt number based on cylin
der width = hW/k 

Pr = Prandtl number = via 

Re,, 

Re., 

Re„. = 

Sc = 

Sh 

Sh0 = 

Sh = 

Sh 

Sh„ = 

Reynolds number based on the 
effective cylinder diameter and 
the approaching velocity = U„d/ 
v 
Reynolds number based on the 
slit width and a mean velocity in 
slit (equivalent to the pitch and 
an approaching velocity) = 
U„Plv = 300 to 3000 in present 
tests 
Reynolds number based on the 
width of cylinder and the ap
proaching velocity = UJNIv 
Schmidt number for naphthalene 
in air = vID (Eq. (4)) 
Sherwood number based on the 
pitch = h,„P/Dnapt, 
Sherwood number at the stagna
tion point (X = 0) 
average Sherwood number on 
each side of rectangular cylinder 
= h„,P/Dmph 

overall average (around all four 
sides) Sherwood number 
overall average Sherwood num
ber based on the effective cylin
der diameter (Eqs. (9) and (10)) 
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Fig. 2 Flow visualization using smoke wire

cm in the downstream direction. The resulting uniformity of the
Sherwood number in the spanwise direction (Y direction) is
shown in Fig. 5.

Room air drawn into a settling baffle passes through the per
forated test plate into the plenum chamber, and is discharged
outside through the blower. The settling baffle greatly reduces
the effect of random motion of room air. It has openings at the
top and around the plenum chamber at its bottom. The openings
of the settling baffle are covered with screen and cloth to break
down eddies in the incoming air (Fig. 3).

2 Data Acquisition System. A computer-controlled mea
surement system (Goldstein et aI., 1985) is used to obtain mea
surements of local sublimation depth with precise positioning,
accurate surface elevation measurement, and rapid data acquisi
tion. The system consists of a depth gage, a linear signal condi
tioner, a digital multimeter, two stepper motors, a motor con
troller, an HP-85 microcomputer, and a personal computer. The
local sublimation depths are obtained using a linear variation
differential transformer (hereafter LVDT) gage, which is a
Schaevitz model peA-200-0ro LVDT having 0.5 mm linear
range and 25.4 nm (l.0 {Lin.) resolution. The linearity of the
LVDT is within 0.1 percent over the measuring range (depth
(mil) = l.00 I *voltage output (mV». The random error of the
LVDT due to electrical noise is determined by mock measure
ments performed on the nonsubliming metal surface. The mean
value of the errors is less than 12.7 nm (0.5 {Lin.). The standard
deviation (0-) of rms values is 76.2 nm (3 {Lin.). Therefore the

906/ Vol. 116, NOVEMBER 1994

random error is about 150 nm (6 {Lin.; 20-) at a 95 percent con
fidence interval. For precise positioning, two single-axis tables
are able to move 25.4 {Lm (0.001 in.) with a noncumulative 3
percent error for step increment. A digital multimeter, Keithley
model 196, acquires the signals from the signal conditioner and
integrates several signals (usually seven) to produce a more ac
curate reading at a given position. Finally, an HP-85 microcom
puter controls the movements of the XY table and reads the depth
levels from LVDT. The data are then transferred to a personal
computer for storage and subsequent reduction.

3 Procedure

(a) Casting. The naphthalene surfaces employed in the ex
periments are made by casting. The naphthalene remaining on
the cylinders from a previous run is first removed by melting.
Each rectangular cylinder is then mounted within a four-piece
highly polished aluminum mold (polished using aluminum pow
der grade #3). The inside dimension of the mold matches the
size of the required rectangular cylinder. Molten naphthalene
(near boiling point) is poured into the molds. Each mold has two
vent holes for the air displaced by the molten naphthalene. To
improve adhesion of the naphthalene, the surface of the test piece
is roughened with grooves. After the molds are filled and the
naphthalene solidifies and cools to room temperature, the molds
are separated from the test piece by applying a shear force. The
smoothness of the exposed naphthalene surface is comparable to
that of the polished aluminum adjacent to it.
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Wung's experiment (1990) at 298.16 K, which have about a 6 
percent difference. Also, an exponent of temperature correlation 
is taken from average values of their results for a temperature 
range of 288 K to 310 K. The correlation equations for D„aph and 
resulting Sc are 

Dnaph = 0.0681 

Sc = 2.28 

298.16; \PmJ 

j< \ -0.1526 

/ 7 6 0 \ 
I [cm2/s] (3) 

298.16 
(4) 

Fig. 3 Schematic front view diagram of the experimental apparatus 

Uncertainty of the Sherwood numbers using Kline and Mc-
Clintock's (1953) method for single sample experiments, con
sidering the measured temperature, depth, position, and correla
tion equations, is within 6.9 percent in the entire operating range 
of the measurement based on a 95 percent confidence interval 
(±2<T) (detailed in Table 1). 

(c) Weighing Method. The overall mass transfer rate for 
each cylinder is determined using a precision balance. This 
method has a small measuring error and little natural convection 
loss during the measurement because it takes little time. The bal
ance is a Sartorius analytical balance with a resolution of 0.1 mg 
and a capacity of 200 g. A run time is selected so that 70 to 100 
mg of naphthalene sublime during the run, which results in an 
average sublimation depth of 38 to 50 //m (1.5 to 2.0 mil). Some 
overall Sherwood numbers from the weighing measurements are 
compared with the numerically integrated values from local mea
surements. The overall Sh number (from weighing) is approxi
mately 6 percent higher than the numerical integrated Sherwood 

(b) Local Measurements. To determine the mass transfer 
rate, the profile of the naphthalene surface elevation is measured 
on the XY table before and after each data run. The difference 
between the two sets of surface elevations (with respect to a 
reference level on the nonsubliming metal surface) is a measure 
of the sublimation depth. Each run time is selected so that the 
average sublimation depth of the naphthalene surface would be 
about 0.05 mm (0.002 in.). At a typical room temperature 
(24°C), the run time ranged from 30 to 120 minutes depending 
on the Reynolds numbers. Because the vapor pressure of naph
thalene is quite sensitive to temperature (about 10 percent change 
per °C), the naphthalene surface temperature is measured pre
cisely using T-type (copper-constantan) thermocouples installed 
inside the naphthalene (as close as possible to the surface) during 
a test run. The airflow temperature and the room temperature are 
also measured. The local mass transfer coefficient is defined as 

h,„ = 
Pv,w 

A , ( A Z / A T ) 

Aw 
(1) 

The naphthalene vapor pressure is obtained from a correlation 
(vapor pressure-temperature relation) of Ambrose et al. (1975). 
The naphthalene vapor density, p„„,, is calculated from the per
fect gas law. During the depth measurement on the XY table, 
sublimation by natural convection is not negligible, possibly up 
to 10 percent of a measurement at 24°C (normally less than 5 
percent). A natural convection rate determined by experiment is 
about 92.2 nm/min (3.63 fiin./mm) at 24°C. For data correction, 
an amount based on this rate and the measuring time is subtracted 
from the total sublimation depth. The Sherwood number can be 
expressed as 

Sh 
h,„P 

D, 
(2) 

naph 

There are no well-accepted experimental data for diffusion co
efficient (Goldstein and Cho, 1993). Dnaph is determined from 
average values of Cho's experiment (1989) and Chen and 
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Fig, 5 Local Sh along the rectangular cylinder with guide duct at Re, = 
2970 (uncertainty estimate: Sh ± 6.9 percent): (a) windward; (b) side; (c) 
leeward surfaces 

number (from local data) . This might be caused by the corner 
edges of the cylinder (5 percent of size, i.e., 2.5 percent from 
each comer) , which are not counted in the local measurement 
and are regions of high mass transfer. 

(d) Flow Visualization. A smoke wire is employed to pro
duce discrete smoke streaklines around the array of cylinders. 
The visualization is performed with a nichrome wire of about 
0.15 mm diameter, which is manually coated with oil: "Smoke 
Fluid" or "Life-like Model train smoke oi l ." The wire is pre-
stressed to prevent sagging due to thermal expansion during heat
ing. This technique can be safely used for Reynolds number 
(based on wire diameter) less than 40. In the present tests this 
Reynolds number is less than 15. For a slow approach velocity, 
the smoke lines appear to lift up around the wire during the heat
ing due to natural convection. The smoke, actually small liquid 
particles produced by vaporizing oil, remains visible for about 1 
second. Two 600 watt halogen lamps provide illumination; the 
exposure times of the photographs are ^ g , ^ , and j second in 
order to get instantaneous and average flow patterns (0.38 m/s 
< Uo„ ^ 1.26 m/s in present visualization tests). 

Variable or parameter Estimated uncertainty 

Az 
T 
P. 
/V»-
Onaph 

Sh 

±0.80 percent 
±0.084 percent 
±1.1 percent 
±4.5 percent 
±5.1 percent 
±4.7 percent 
±6.9 percent 

Results and Discussion 
Figure 1 shows an asymmetric flow pattern through an array 

of rectangular cylinders (two-dimensional multiple-slit jet flow). 
The pattern is inferred from local measurements of mass transfer 
from the cylinders and visualization of the flow through the array. 
Measurements indicate that the flows behind the cylinders consist 
of long and short wakes. The wakes may alternate between the 
cylinders from one run to the next due to instability of the flow. 
Williamson (1985) found an asymmetric flow pattern for gaps 
below about S/W = 1 . 5 using two flat plates. In the present ge
ometry, the value of S/W = 0.5 meets Williamson's criterion. 

The mass transfer rates, expressed in terms of Sherwood num
ber, are measured around the periphery of the two middle cyl
inders (Fig. 4 ) . For a fixed Reynolds number, the mass transfer 
distributions on the side and leeward surfaces of the neighboring 
cylinders are not the same (Fig. 6 ) . This is despite an excellent 
match of the Sherwood numbers on the upstream surfaces and 
the symmetric distribution around each of the individual cylin-
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Fig. 6 Local Sh on adjacent cylinders showing asymmetric flow (uncer
tainty estimate: Sh ± 6.9 percent): (a) Res = 1105; (b) Re, = 2605 
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Fig. 7 Local Sh on each surface for a short wake cylinder (uncertainty 
estimate: Sh ± 6.9 percent) 

ders. The dissimilar mass transfer process is attributed to differ
ent flow patterns around each of the cylinders. The approaching 
flow appears to be symmetric on the upstream side of the array 
rendering symmetric and similar distributions of mass transfer on 
the windward surface. 

Within the slits, separated flow from the front edges of the 
cylinders tends to shift toward one of the cylinders and reattach 
on the side surface, while it remains detached from the other. 
This pattern of flow is evidenced by flow visualization and the 
slope change in Sh on the side surface (Figs. 6 and 7). The wake 
behind the present cylinders appears to be affected by the de
flected flow and reattachment, but the key influence may be that 
of the dissimilar wakes, which trigger the deflected flow leaving 
the slits and change the reattachment inside the slit. 

Uniform inlet flow conditions and identical test cylinder pieces 
can be verified from identical local mass transfer rates on the 
upstream surfaces of adjacent cylinders (Fig. 6) and straight 
streaklines in the approach flow (Fig. 2). Hence, it can be as
sumed that the asymmetric flow downstream is not due to dis
turbed upstream flow or cylinder nonuniformity. 

A jetlike flow coming out from a slit entrains fluid from outside 
the jet, but the entrainment of the fluid is restricted by the pres
ence of the neighboring jets. Therefore, the jetlike flow tends to 
bend toward a side of low pressure as a "Coanda" effect. In a 
tunnel flow start-up, some difference in roundness of edges, or 
instability of vortex shedding could give a slightly perturbed jet
like flow or pressure difference. Then, the jetlike flow may deflect 
to the lower pressure side and merge with a similarly deflected 
neighboring jet, making a short wake with a lower base pressure 
distribution. A long wake with slightly higher pressure occurs 
between these two jets. These phenomena produce different size 
wakes with every other cylinder having a short wake and the 
adjacent one a long wake. These asymmetric flows with curved 
streamlines of the slit-jetlike flows, once established, are pre
served by the different pressures within the two adjacent wakes. 

The smoke-wire flow visualization shows the instantaneous 
(2555 second) and time-averaged ( | second) flow patterns for a 
range of Reynolds number of Re., = 700 to 2300 (0.38 m/s < 
U„ s 1.26 m/s) (Fig. 2). The jetlike flows behave as mentioned 
above and the asymmetric wake flows stay in a stable manner 
shown in the time-averaged visualization. The length of the 
asymmetric wakes behind the cylinders varies with position in 
the array. The short wake decreases in length from Res = 700 to 
1100 and then doesn't change up to Re, = 2300. Its length is 1.2 
to 2.0 times the cylinder width, and the long wake is three to five 
times the cylinder width. Observation of various runs, from flow 
visualization and mass transfer measurements, indicates that the 
long and the short wakes can be readily interchanged with a small 
disturbance. The interchange can occur when air is sucked from 
the long wake and air is blown into the short wake (which has a 

lower base pressure), or by temporarily inserting a vane in the 
upstream flow, but the flow stays stable once it is changed. 

Mass transfer from the leeward face of the short wake cylinder 
is generally lower than on the adjacent, long wake cylinders. This 
may be due to the short wake with less circulating air essentially 
trapping a higher concentration of naphthalene vapor within it 
than does the long wake. At high Reynolds number a peak in the 
mass transfer appears in the middle on the leeward side of the 
short wake cylinder (Fig. 6b). The peak of mass transfer in the 
middle of the lee.ward face on the short wake cylinder can be 
explained by stronger recirculation flows with a lower base pres
sure because of higher mass transfer at impingement (middle) 
and lower mass transfer at detachments (near the edges). The 
Sherwood number profile on the cylinder with the long wake is 
flat, but the Sh is higher than on the cylinder with the short wake 
apparently due to lower naphthalene vapor concentration caused 
by larger recirculation. 

In Figs. 7 and 8, mass transfer from cylinders with short wake 
and with long wake, respectively, are presented for different 
Reynolds numbers. The general trend is an increase in mass 
transfer with increasing Reynolds number. Closer examination 
indicates that at low Reynolds numbers (less than about 700), 
there is no appreciable difference in mass transfer from the two 
cylinders in spite of the asymmetric wake flows shown in the 
flow visualization, and the flow appears to reattach to both of the 
cylinders after a short separation. At about Re, = 1100, a shift 
in the flow to one side of the slit and its reattachment to one of 
the cylinders begins to appear. This continues up to Re, = 3000, 
the highest Reynolds number used in the present study. 

Mass transfer rates on the side surface with reattachment (on 
the cylinder with short wake) increase quickly near the reattach
ment point with Reynolds numbers, while the rates inside of the 
separation eddy (near the inlet region) change only slightly. The 
separation length (from the separation point, i.e., the corner edge, 
to the reattachment point, i.e., the Sh slope change point) on the 
side surface of this short wake cylinder has a constant value of 
about 1.25 above Res = 2300 (up to 3000, the highest Reynolds 
number in the present study) after increasing continuously from 
Res = 300. For Res > 1100, the Sherwood numbers on the long 
wake cylinder increase continuously with Re., along the whole 
side surface affected by reverse flow from the downstream wake; 
whereas, for Re., = 708 to 1105, they decrease slightly since the 
flow starts to detach from the side wall. 

The average Sherwood number on the leeward surface of a 
long wake cylinder is higher than on its side surface, except at 
low Reynolds number, due to high turbulent intensity caused by 
vortex shedding. Cherdron et al. (1978) showed that the intensity 
of fluctuation energy in wake flows behind a sudden expansion 
duct, even at low Reynolds number, is higher than in correspond
ing boundary layer-type turbulent flows. A separated flow is 

I XP 

CD H2 
Res = 306.0(1) 
Res = 708.0 (2) 
Res = 1105. (2) 
Res = 1542. (2) 
Res = 2290.(1) 
Res = 2605.(1) 
Res = 2947. (2) 

Fig. 8 Local Sh on each surface for a long wake cylinder (uncertainty 
estimate: Sh ± 6.9 percent) 
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Fig. 9 (a) Normalized Sh on the approaching surface; (b) Sh at stagnation 
points for both cylinders 

much more unstable than a boundary layer flow, so the separated 
flow could undergo transition quickly to a turbulent flow. It is 
usually found that the vortex street past a circular cylinder is 
turbulent above a Reynolds number of 400 based on approaching 
velocity and diameter (Tritton, 1979). This criterion may hold 
for flows past other bluff bodies. The streaklines of smoke at a 
comparable Rerf s 390, corresponding to Re, = 700, do not dis
perse, indicating that the flow is laminar (Fig. 2). The vortices 
for Re(/ s= 830 (Re, > 1500) appear as turbulent wake flows 
(Fig. 2) . 

For any Reynolds number flow, the windward side Sherwood 
numbers are essentially the same on the short and long wake 
cylinders. Even though the cylinder centerline on the windward 
surface is the stagnation line, Sherwood numbers increase from 
the stagnation line to the sides due to acceleration of the flow 
and thinning of the boundary layer. 

Figure 9(a) shows that the normalized Sherwood number 
(Sh/Sh0) is fairly independent of the Reynolds number and is 
only a function of X/S: 

Sh 
Sh0 

••ft X/S) (5a) 

As shown in Fig. 9(b), the stagnation point Sherwood number 
(Sh0) can be correlated with Reynolds number (Re,) as 

Sh0 = 1.79 Re?48 (or 1.54 Re?5) 

for both long and short wake cylinders. The power of 0.48 in the 
correlation is similar to a laminar stagnation mass (heat) transfer. 

Average Sherwood numbers for each surface are shown in Fig. 
10. The correlation curves of the average Sherwood numbers are 
given by 

Sh = C Re," (6) 

Windward 
Side 
Leeward 

Short wake 

C n 

2.05 (2.00) 0.496 (0.5) 
1.09 0.521 
0.068* 0.873* 

Long 

C 

2.04(1.98) 
1.36* 
0.048 

wake 

n 

0.496 (0.5) 
0.474* 
0.949 

(* The coefficients do not represent the data very well due to the slope 
change at Re, = 1500.) 

The correlations for the windward and side surfaces have the 
power of about 0.5, which often occurs with laminar flow. The 
visualization indicates laminar flow patterns for the approaching 
and inside flows. The local Sherwood numbers on the leeward 
surface indicate that the transition point is near Re, = 1100 where 
the Sherwood numbers start increasing quickly and fuzzy streak-
lines appear in the wakes. 

On the windward surface, the average Sherwood number is 
almost the same for the short and the long wakes, as mentioned 
in the comparison of local Sherwood numbers. On the side sur
face, the average Sherwood number with a short wake is higher 
than that with a long wake, especially in the transition region (for 
Re, ~ 1500, about 30 percent higher), because the stream reat-
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Fig. 10 Average Sherwood number on each surface (uncertainty esti
mate: Sh ± 6.9 percent): (a) short; (b) long wake cylinders 

9 1 0 / V o l . 116, NOVEMBER 1994 Transact ions of the ASME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 , 1 1 1 1 1 1 | 

" 2.04 Res
0-43 %£" 

1 

/ 
r 

n 
o 
s 

/ 

0.24 Re s
0 7 4 • 

' 

Weighing 
Short wake 
Long wake 

. . 

-
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taches only on the side wall of the short wake cylinder and reat
tachment results in high Sh. However, the average Sherwood 
number with the long wake is about 30 percent higher than that 
with the short wake on the leeward surface over the whole Reyn
olds number range. 

For the short wake cylinder, the upstream-facing (windward) 
surface has higher mass transfer than the other two surfaces for 
all Reynolds numbers (Fig. 10a). The average Sherwood number 
on the leeward surface is very low at the lower Reynolds num
bers, but increases rapidly with Reynolds number due to the vor
tex shedding, high turbulence, and impingement. The trend of 
the average Sherwood numbers is similar on the long wake cyl
inder; a difference is a change in slope on the side surface, which 
may be caused by a different size separation region inside the slit 
and different turbulent intensity, due to reverse flow from the 
downstream wake, at different Reynolds numbers. 

Figure 11 shows overall average Sherwood numbers, which are 
obtained from numerical integration (data extrapolated to the corner 
edges of the cylinder) of local Sherwood number measurements and 
the overall average values obtained from the weighing measure
ments (results are within a ±3 percent deviation on repeated trials). 
The overall average values of Sh for the short wake and long wake 
cylinders have a break in slope at around Res = 1000. A transition 
seems to occur, but the values on the two cylinders are almost the 
same at lower and higher Reynolds numbers. The overall average 
Sherwood numbers of the cylinders are not very different. A cor
relation curve is Sh = 0.67 Re?6 in the whole domain, but it is 
better to correlate the results by dividing the domain into two regions 
of Reynolds number: 

§E = 2.04 Re?-43 for 300 < Re.v < 1000 (7) 

SE = 0.24 Re?74 for 1000 < Re, s 3000 (8) 

__The present results are compared with the heat transfer results, 
Nuw = 0.14 Re?;66, of Igarashi (1985), which were obtained from 
local measurement on a single square cylinder in a free stream 
with a constant heat flux boundary condition in the Reynolds 
number range of 5.6 X 103 to 5.6 X 104. The present correlation 
curve at the higher Reynolds number is steeper than that of Igar
ashi. If the two equations are compared via the heat and mass 
transfer analogy, Sh/Nu ~ (Sc/Pr)0 4 , and at the same dimension 
(effective diameter), the converted equations are given by 

H v = 0.206 Re?74 (present) (9) 

IE , = 0.225 Re?/66 (Igarashi) (10) 

The transfer rates at the present geometry are higher by approxi
mately 70 percent than for the single square cylinder around Re(/ = 
2000. 

Concluding Remarks 
Asymmetry occurs in the flow through an array of 

symmetric rectangular cylinders for a spacing of S/W = 0.5 
used in the present study. This is observable from flow vi
sualization and from local measurements of mass transfer on 
the cylinder surfaces using a naphthalene sublimation tech
nique. 

The local mass transfer rates from the neighboring cylinders 
are different due to the asymmetric flows around the cylinders. 
However, the overall mass transfer around the whole periphery 
of the two (long wake and short wake) cylinders are similar 
because the cylinder with short wake has higher mass transfer on 
the side surfaces due to reattachment (while the other cylinder 
with larger wake has no reattachment on the side wall), but lower 
on the leeward surface. 
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Augmented Heat Transfer in a 
Rectangular Channel With 
Permeable Ribs Mounted 
on the Wall 
Turbulent heat transfer and friction in a rectangular channel with perforated ribs 
arranged on one of the principal walls are investigated experimentally. The effects 
of rib open-area ratio, rib pitch-to-height ratio, rib height-to-channel hydraulic 
diameter ratio, and flow Reynolds number are examined. To facilitate comparison, 
measurements for conventional solid-type ribs are also conducted. Laser holographic 
interferometry is employed to determine the rib permeability and measure the heat 
transfer coefficients of the ribbed wall. Results show that ribs with appropriately 
high open-area ratio at high Reynolds number range are permeable, and the critical 
Reynolds number of initiation of flow permeability decreases with increasing rib 
open-area ratio. By examining the local heat transfer coefficient distributions, it is 
found that permeable ribbed geometry has an advantage of obviating the possibility 
of hot spots. In addition, the permeable ribbed geometry provides a higher thermal 
performance than the solid-type ribbed one, and the best thermal performance occurs 
when the rib open-area ratio is 0.44. Compact heat transfer and friction correlations 
are also developed for channels with permeable ribs. 

Introduction 
Forced convection from surfaces with large-scale roughness 

is encountered in many technological applications such as heat 
exchangers, advanced gas-cooled reactor fuel elements, and 
electric cooling devices. The flow passages or surfaces of these 
devices are usually roughened by solid-type ribs in a periodic 
manner along the flow direction. Generally, the increased heat 
transfer coefficient is accompanied by an increase in friction 
factor. Thus, engineers or designers have been trying to op
timize the rib geometry to yield a best heat transfer coefficient 
for either a given coolant flow rate or an available pressure 
drop. The present investigation is concerned with an improved 
rib geometry, i.e., permeable ribs, for application to the tur
bulent flow in a rectangular duct. 

There are numerous publications in which the effectiveness 
of the aforementioned augmentation was investigated. The 
relevant works about turbulent duct flows with solid-type ribs 
are briefly reviewed below. Burggraf (1970) reported the results 
of turbulent airflow in a square duct (A/B = 1) with transverse 
solid-type ribs (a = 90 deg, /3 = 0) on two opposite walls for 
Reynolds numbers ranging from 13,000 to 130,000. The wall 
temperature distributions were measured by thermocouples. 
With a hydrodynamically fully developed condition at the 
heated duct entrance, the average Nusselt number of the ribbed 
side wall and the friction factor were approximately 2.38 times 
and 8.6 times the corresponding values for fully developed 
smooth duct flows, respectively. The average Nusselt number 
of the smooth side wall was 19 percent greater than for the 
duct with four smooth walls. Similar trends were obtained for 
three channel entrance geometries (long duct, short duct, and 
bent entrance). Han (1988) investigated the effect of the chan
nel aspect ratios (A/B = 1/4, 1/2, 1, 2, 4) on the distributions 
of local heat transfer coefficients in channels with two opposite 
ribbed walls. Both the local and average Nusselt numbers were 
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measured by the thermocouple technique and resistance (stain
less steel foil) heating method. The results were obtained for 
the solid-type rib with an angle-of-attack of 90 deg. It was 
found that the increased ribbed-side-wall heat transfer in a 
smaller aspect ratio channel was higher than that in a large 
aspect ratio channel for a constant pumping power; however, 
the increased average heat transfer was slightly lower. Lockett 
and Collins (1990) conducted the double-exposure holographic 
interferometry measurement in a fully developed channel flow 
with square and rounded rib roughness on one wall. The ribs 
were solid. One rib spacing (PR = 7.2) and one rib height (H/ 
IB = 0.106) were tested in their work. It was found that the 
heat transfer distribution was dependent on Reynolds number 
for the rounded rib, but independent for the square rib. Lau 
et al. (1991) performed an experimental work to study the 
effects of replacing the aligned 90 deg full ribs on two opposite 
walls of a square channel with angled discrete ribs (five equal 
segments of the angled full ribs staggered in alternate rows of 
three and two ribs) on turbulent heat transfer and friction for 
fully developed airflow. The temperature distributions were 
measured by thermocouples. Results showed that parallel 60 
deg discrete ribs had the highest ribbed wall heat transfer, 
parallel 30 deg discrete ribs caused the lowest pressure drop, 
and crossed arrays of angled ribs had poor thermal perform
ance and were not recommended. Liou and Hwang (1993) 
experimentally studied the effect of the rib shapes on the heat 
transfer and friction characteristics in periodic fully developed 
duct flows. Three rib shapes (square, triangular, and semicir
cular) with the same rib height (H/De = 0.081) were inves
tigated in their work. The local as well as the average Nusselt 
numbers were determined by a real-time laser holographic in
terferometry (LHI). It was found that the three shaped ribs 
had comparable thermal performances under constant pump
ing power constraint. Note that in both Liou and Hwang (1993) 
and Lockett and Collins (1990), hot spots were found to exist 
behind the solid-type ribs for periodic fully developed con
ditions. 

All the above-mentioned studies were performed in channels 
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with solid-type ribs. For works of turbulent flows around per
forated baffles in a straight plate/channel, Tanasawa et al. 
(1983) employed the resistance heating method and thermo
couple technique to determine the heat transfer coefficients in 
a channel with turbulence promoters mounted on two opposite 
walls. Three types of turbulence promoter, namely, fence-type, 
perforated plate-type, and slitted plate-type, were tested in their 
work. Results showed that surfaces with perforated plate-type 
turbulence promoters gave excellent performance under con
stant pumping power conditions. Ichimiya et al. (1991) ex
perimentally investigated the effect of a single porous-type 
roughness on the heat transfer and friction characteristics in 
a parallel plate duct. The porous-type roughness was applied 
to the insulated wall facing the heated smooth surface. Results 
showed that the thermal performance under the constant 
pumping power constraint is better in the laminar region than 
in the turbulent region. Recently, Yamada and Osaka (1992) 
conducted experiments to study the effects of the aspect ratio 
and the open-area ratio of the plate on the heat transfer char
acteristics of the flow over a perforated plate standing on the 
wall. Only one flow velocity (U = 5 m/s) was tested in their 
work. An important finding they made was that the critical 
open-area ratio in which there was a circulation region behind 
the plate was between 0.325 and 0.485. 

The present work focuses on the heat transfer enhancement 
in a channel containing perforated ribs. The perforated ribs 
are mounted on one of the principal walls of the channel and 
are placed periodically and transversely to the streamwise di
rection. The experimental techniques employed in this work 
are laser holographic interferometry and Pitot tube probing. 
As for laser holographic interferometry, two categories of re
sults are presented, namely, finite-fringe interference for qual
itative determination of the rib permeability and infinite-fringe 
interference for quantitative measurements of the local heat 
transfer coefficients. Although prior studies have proposed 
that perforated ribs will provide superior heat transfer per unit 
pumping power, no data have been reported systematically 
concerning the combined effects of rib open-area ratio, rib 
height, rib spacing, and flow Reynolds number on the heat 
transfer and friction characteristics for channels with periodic 
perforated ribs mounted on one wall. Moreover, information 
about local heat transfer coefficient distributions along the 
perforated ribbed wall is important but relatively sparse in the 

open literature. The parameters investigated in this work are 
rib open-area ratio, /3 = 0, 10, 22, 38, 44, and 50 percent; rib 
pitch-to-height ratio, PR = 5 and 10; rib height-to-channel 
hydraulic diameter ratio, H/De = 0.081 and 0.162; and Reyn
olds number, 10,000 < Re < 50,000. The research reported 
here is carried out to fulfill four objectives: 

1 Determine the permeability of perforated ribs. By using 
finite-fringe interferometry, the permeability of the perforated 
rib is examined and a permeability limit is proposed. Perme
ability limit is a criterion for the change of flow patterns, which 
strongly affect friction and heat transfer characteristics of the 
ribbed channel. Such a study has not been done in the past. 

2 Assess the possibility of hot spots on the perforated ribbed 
wall. According to previous measurements of the detailed local 
heat transfer coefficient distributions (Lockett and Collins, 
1990; Liou and Hwang, 1992a, 1992b, 1993), a serious dis
advantage is accompanied by the duct with solid-type ribs: Hot 
spots (Nu/NUj < 1) exist in the recirculating region behind 
the solid-type rib because the flow in this region is nearly 
stagnant relative to the main stream. It is important to search 
for a more efficient rib configuration for improving heat trans
fer in the recirculating region. Since the airflow passes partly 
through the perforated rib and directly impinges the recircu
lating cell behind the rib, it is interesting whether the channel 
with perforated ribs has the advantage of obviating the pos
sibility of hot spots. 

3 Quantify thermal performances of perforated ribbed ducts. 
In a ribbed duct, the increase in heat transfer rate is always 
accompanied by an increase in pressure loss. The practical 
advantage of using such a ribbed surface would be reduced if 
the increase in pumping power exceeds the gain in enhanced 
heat transfer. Thus, it is necessary and appropriate to analyze 
the thermal performance of the perforated ribbed ducts with 
respect to corresponding smooth-walled ducts under constant 
pumping constraint, this can provide conclusions about the 
effectiveness of the perforated ribs as an enhancement tech
nique. First, experiments are undertaken to examine the effects 
of rib and flow parameters on average heat transfer coefficients 
and friction factors. Then, analyses of thermal performance 
are conducted by employing the average heat transfer and 
friction data. Finally, the optimal rib and flow parameters that 
yield the best performance are identified. 

N o m e n c l a t u r e 

A = 
A rib = 

A, = 

B = 
cp = 

De = 
H = 
h = 

kf = 
Lh = 
m = 

Nu = 
Nu„ = 

Nu, 

Nu! 

half-width of channel 
heat transfer area of the rib 
total heat transfer area in one 
rib pitch 
half-height of channel 
specific heat at constant pres
sure 
hydraulic diameter 
rib height 
heat transfer coefficient 
air thermal conductivity 
wetted length in one pitch 
mass flow rate 
local Nusselt number 
periodic fully developed (aver
age) Nusselt number for the 
ribbed duct 
average Nusselt number for the 
smooth duct (at the same mass 
flow rate) 
average Nusselt number for the 
smooth duct (at the same 
pumping power) 

Pi = 
PR = 

Pr = 
Qrib = 

Q, = 

Qconv = 

Re = 
Re5 = 

T 
Tb 

Tb 

rib pitch 
rib pitch-to-height ratio = Pi/ 
H 
Prandtl number 
rib heat transfer 
total heat transfer in one rib 
pitch 
convective heat transfer flux 
from the wall = Q,/At 

Reynolds number = U • De/v 
Reynolds number based on the 
boundary layer thickness = U 
• h/v 
temperature of air 
local bulk mean temperature of 
air 
air temperature at duct inlet 
(i.e., room temperature) 
local wall temperature 
average bulk mean temperature 

•X of air -({ 
Lh 

TbdX\/Lh 

T = i w — 

u = 
w = 

xh = 

XN .— 

Y = 
Z = 
a = 
0 = 

5 = 
P = 
4> = 

Subscri 

b = 
N = 
s = 

Vf = 

average wall temperature 
mean velocity 
rib width 
axial coordinate {Xh = 0 at in
let reference, Fig. 2) 
axial coordinate (XN = 0 at 
rib real edge, Fig, 2) 
transverse coordinate, Fig. 2 
spanwise coordinate, Fig. 2 
rib angle-of-attack 
open-area ratio of the perfo
rated rib 
boundary layer thickness 
air density 
radius of the hole distributed 
over the perforated rib 

ipts 
bulk mean 
rib index 
smooth 
wall 
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/. Ar* Laser 
2. Planar Mirror 
3. Beam Splitter 
4. Beam Steering Device 
5. Spatial Filter 
6. Collimating Lens 
7. Hologram Gate 

Object Beam Reference Beam Planar Wave 

Fig. 1 Schematic drawing of flow system and experimental apparatus 

4 Develop heat transfer and friction correlations. Semi-em
pirical correlations of fully developed heat transfer and friction 
are developed for channels with perforated ribs. Such corre
lations have not been proposed in the past, and may be helpful 
for the design of related devices such as compact heat ex
changers and electronic cooling systems. 

Experimental Program and Conditions 

Instrumentation. In this work, a real-time holographic in
terferometer is employed to measure the temperature distri
bution of airflow in the ribbed duct. The overall arrangement 
of the holographic interferometer is illustrated in detail in Fig. 
1. The laser used is a high-power, argon-ion laser (1), Spectra-
Physic Model 2000. After passing through a shutter, the laser 
beam is divided into two equal components by a variable-
silvered mirror (i.e., a beam splitter, 3). One beam, the ref
erence beam, bypasses the test section and is expanded and 
filtered by a spatial filter (5). The expanded wave is subse
quently collimated to a planar wave by a collimating lens (6). 
The other beam, the object beam, is also expanded, filtered, 
and collimated to a planar wave by a spatial filter and a col
limating lens. Both the planar waves fall onto the holographic 
plate (7) with an angle of 30 deg. Before the ribbed walls are 
heated, the hologram is exposed so that the comparison wave 
is recorded. When the planar object wave passes through the 
heated test section, it is distorted as a result of the refractive 
index field generated by local temperature variation in the test 
section. The distorted object wave passes through the hologram 
where it interferes continuously with the comparison beam 
reconstructed by the reference wave. Thus, an instantaneous 
interference field forms behind the hologram plate. A com
bination of the holographic film plate holder and a liquid gate 
is used to provide in-place development of the film plate as 
required for subsequent real-time work. The photographic 
emulsion 8E56 made by Agfa-Gevaert Ltd. is found to be a 
suitable recording material for a good compromise between 
light sensitivity and resolution. To adjust the unwanted inter
ference fringes caused by a shrinkage of the photographic 
emulsion in the developed and fixed processes, the liquid gate 
associated with the film plate holder is mounted on multi-axis 
micropositioning base. This arrangement is designed to provide 
constriction-free submicron positioning of the hologram in 
linear (three orthogonal axes) and rotational (fi) directions. 
The instantaneous interference field is digitized by a CCD 
camera (COHU, Model 6400), which allows 512 by 512 pixel 
resolution with 256 grey levels per pixel and recorded on a 
YHS videocassette recorder for storage and further image proc
essing. 

While the flow field temperature is measured by LHI, the 

Plexiglass plate 
Perforated ribs 

Thermocouple 
Aluminum plate 

Thermofoil 
Fiberglass plate 

Balsa wood 

Fig. 2 Sketch of configuration, coordinate system, and dimensions of 
the test section 

wall temperature of the test section is measured by copper-
constantan thermocouples (i.e., T-type). The junction bead of 
the thermocouple is about 0.15 mm in diameter. The temper
ature signals are transferred to a hybrid recorder (Yokogawa, 
DA-2500) with 30 channels. All the data are then sent to a PC-
AT via GPIB interface. The preprocessing of the raw data can 
be carried out by use of a built-in BASIC program by which 
the nondimensional parameter can be calculated. The static 
pressure at the test section is measured by a microdifferential 
transducer (Kyowa) connected to pressure taps. The measured 
pressure signals are subsequently amplified by an amplifier 
(Kyowa WGA-200A) and read from a digital readout. 

Test Section. The open-loop air flow circuit, as shown in 
Fig. 1, is operated in the suction mode and oriented horizon
tally. The air flow is drawn into the test section from a tem
perature-controlled laboratory by a centrifugal blower, which 
is located in a service corridor outside the laboratory to min
imize vibration. The test duct, as shown in Fig. 2, is 1200 mm 
long and has a rectangular cross section of 160 mm by 40 mm 
(YZ plane). The coordinate system, construction, and dimen
sion of the test duct are also sketched in Fig. 2. The perforated 
ribs are attached to the bottom wall (aluminum plates, 3 mm 
in thickness) of the test duct by a thin layer of thermal glue. 
The rib angle-of-attack is 90 deg. Aluminum plates and ribs 
are adopted in this work for their high conductivity and ma-
chinability. Thermofoils of thickness 0.18 mm are attached 
uniformly between the aluminum plate and a 6-mm-thick fi
berglass board to insure good contact. In addition, a piece of 
balsa wood (20 mm in thickness) is used to minimize the heat 
loss from the back side of the heated plate. The thermal re
sistance of the glue (0.13 mm thick or less) used at each of the 
above-mentioned interfaces is negligible (less than 2 percent). 
For wall temperature measurements, as shown in Fig. 2, the 
region of optical view is instrumented with 28 thermocouples 
distributed along the spanwise centerline (Z = 0) of the heated 
plate and ribs. Two pressure taps situated at Xh/De = 9 and 
16 are used to measure the static pressure drop for the fully 
developed duct flows. The pressure drop of the present work 
is based on adiabatic conditions (without heating). 

The perforated ribs investigated are 160 mm in length and 
5.2 mm in width (or thickness, i.e., W), and have two different 
heights of 5.2 mm and 10.4 mm, respectively, for H/De = 
0.081 and 0.162. A photograph of the typical perforated ribs 
for different rib open-area ratios with a fixed rib height (H/ 
De = 0.081) is shown in Fig. 3. The rib open-area ratio (|S) is 
defined as 

] = {nir<$>2)/(2AH) (1) 
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5 6

Fig. 3 Photograph of various perforated ribs (HIDe = 0.081)

where n is the number of perforations drilled through the rib,
4>, the perforation radius, A, the half-width of the channel
(i.e., half-length of the perforated rib), and H, the rib height.
In this work, the rib open area ratios investigated are 0, 10,
22, 38, 44, and 50 percent. Besides the rib open-area ratio, the
parameters investigated include the rib pitch-to-height ratios,
5 and 10; the Reynolds number (based on the duct hydraulic
diameter and bulk mean velocity), from 10,000 to 50,000; and
the rib-to-channel height ratio (or the ratio of the rib height
to-channel hydraulic diameter), 0.13 and 0.26 (0.081 and 0.162).

Experimental Conditions. The two dimensionality of the
actual temperature field, and the thermal boundary conditions
of the test section have been described in detail by Liou and
Hwang (1992b), and will not be elaborated on in this paper.

Data Analysis. In this study, the entire temperature field
is revealed by the infinite-fringe interferometry, and subse
quently enables the calculations of local and average heat trans
fer coefficients of the heated surface (Hauf and Grigull, 1970).
The significant errors of the interferometry usually encoun
tered are the end effect and the refraction effect errors. By
using the interferometry error analysis suggested by Goldstein
(1976), it is found that the resulting errors in the fringe shift
due to the end and refraction effects are about 8 percent and
4.2 percent, respectively. The convection heat transfer coef
ficient of the heated wall can be presented in terms of the local
Nusselt number Nu, which is defined as

Nu='h De/kj =, - (dT/dY)"De/(Tw- Tb ) (2)

where (dT/dYLv is determined by a second-order curve fitting,
based on a least-squares method through the near-wall values
for temperature and fringe shift (Liou and Hwang, 1993); Tw

is read from the thermocouple output; and Tb is calculated
from an energy balance, Tb =' Tin + Q/(m • cp ), where Q is
the quantity of heat given to air from entrance to the considered
cross section of the duct and can be obtained by the integrated
form of Jff [kj • (dT/dY)w • 2A] • dX. The maximum un
certainties of the local temperature gradient and Nusselt num
ber are estimated to be less than 5.2 and 6.5 percent,
respectively, by the uncertainty estimation method of Kline
and McClintock (1953). The average Nusselt number for the
periodically fully developed region is evaluated by the follow
ing equation (Liou and Hwang, 1992a):

Nup =' qconvDe/[kj(Tw- Tb )] =' (q- qloss)De/[kj ( Tw- T b )]

(3)

where qconv is the convective heat flux from the wall and is
estimated by subtracting the heat loss (qloss) from the supplied
electrical input (q), Tw is the average wall temperature in one
rib pitch, and Tb is the average bulk mean temperature of air.
The maximum uncertainty of Nup is estimated to be less than
9.8 percent. The local and average Nusselt numbers of the
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present study are normalized by the Nusselt number for fully
developed turbulent flow in smooth circular tubes correlated
by Dittus-Boelter as:

Nu/Nus = Nu/(0.023 Reo.8p~0.4) (4)

The following equation is used to calculate the friction factor
of the periodically fully developed flow:

j= [( -~P/.:lX)De]/(pU2/2) (5)

In this expressioI\, ~P/.:lX is an axial pressure gradient, which
is evaluated by taking the ratio of the pressure difference and
the distance of two successive pressure taps. The maximum
uncertainty of j is estimated to be less than 7.3 percent.

Results and Discussion

Interference Patterns. Typical examples of the interfero
grams taken from the temperature fields of the solid-type and
perforated ribbed geometries are shown in Figs. 4(a)- (d). The
mean flow direction is from left to right. The comparison of
the disturbed finite-fringe interferograms for the solid-type and
perforated ribs is made in Figs. 4(a) and 4(b) at Re = 20,000.
As for the characteristics of finite-fringe interference, if there
are no disturbances in the flow field, parallel, equally spaced,
and alternately bright and dark fringes will appear on the
interferogram. When a disturbance occurs in the test section,
the optical path will no longer be uniform, and consequently
the fringes will no longer be straight, but curved. For the solid
type rib ({3 = 0) in Fig. 4(a), there is no fluid passing through
the rib, and the flow has to turn from the duct wall into the
contraction between the rib and the opposite duct wall. It can
be observed that the fringes are highly distorted in the regions
of the flow over and behind the rib top. This indicates that
the flow introduces a strong shear layer from the rib top, which
drives the recirculating flow behind the rib. For (3 = 44 percent,
as shown in Fig. 4(b), the rib is permeable. The saw-shaped
fringes are found behind the rib, which reveals that a part of
the fluid passes through the rib and the separation bubble
behind the rib is thus broken up. In addition, the distorted
region on the top of the permeable rib becomes thinner than
that on the solid-type rib, which indicates that the low con
vective heat transfer from the rib-top surface is accompanied
with the permeable rib. The reason is that for the permeable
rib a large amount of the heat conducted from the rib base
has been convected by the fluid that passes through the rib,
hence a reduction of heat transfer rate on the rib top. This is
reflected by the lower local Nusselt number distribution, and
will be shown later. Figures 4(c) and 4(d) are the typical iso
therm-pattern interferograms (infinite-fringe set) for the rib
geometry. From the information of the whole-field air tem
perature distributions given by the interferograms (infinite
fringe set), the local heat transfer coefficient of the perforated
ribbed walls can be calculated.

Rib Permeability. According to the flow visualization re
sults observed from finite-fringe interferences, the permeability
limit of the perforated rib may be plotted as a function of
Reynolds number and rib open-area ratio, as shown in Fig. 5.
The half-solid symbols are the actual values obtained from the
experiment, and the bounds represent the experimental errors
caused by the unsteady or intermittent appearance of the sep
aration bubble (or saw-shaped fringes). The curve passing
through these symbols is a curve-fitting result. The permea
bility limit is a criterion for the change of flow patterns. When
ribs are permeable (above the curve), the flow pattern of the
multi-mixing-layers appears behind the rib and is caused by
the multi-jets emitting from the rear face of the rib. For data
lying below the curve, the ribs are impermeable with typical
flow patterns of separation, recirculation, and reattachment.
This figure shows that the impermeable zone is found to be
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Fig. 4 Examples of the holographic interferograms for perforated-ribbed 
duct flows: (a) Re = 20,000, PR = 5, H/De = 0.162, and 0 = 0 percent 
(finite fringe, five fold magnification); (o) Re = 20,000, PR = 5, H/De = 
0.162, and /3 = 44 percent (finite fringe, five fold magnification); (c) Re 
= 20,000, PR = 5, H/De = 0.162, and /3 = 0 percent (infinite fringe, full-
field); (d) Re = 20,000, PR = 5, H/De = 0.162, and (3 = 44 percent 
(infinite fringe, full-field) 

in the region where the values of the Reynolds number and 
the rib open-area ratio are lower. The critical Reynolds number 
for evidence of flow permeability decreases with increasing rib 
open-area ratio. Note that for the range of the Reynolds num-
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ber investigated, ribs with /3 = 10 percent are impermeable. 
A critical value of /3 exists between 10 and 22 percent that 
makes the rib permeable for the range of Reynolds number 
investigated. The solid and open circular points in Fig. 5 are 
the results obtained by using the smoke-wire flow visualization 
technique (Yamada and Osaka, 1992). In the work of Yamada 
and Osaka (1992), a single perforated rectangular plate was 
used to stand against a flat wall where the turbulent boundary 
layer was developing. The Reynolds number (Rea) based on 
the boundary layer thickness was 3150. It was concluded that 
the critical value of /3 was between 32.5 and 48.5 percent. Below 
these values there was a recirculation cell behind the plate. As 
can be seen in Fig. 5, the results obtained in the previous work 
are very satisfactory for the solid curve obtained in this work. 
Note that the permeability limit of the perforated rib is a 
function of only the rib open-area ratio and flow Reynolds 
number, but independent of the rib spacing and rib height. 

Local Nusselt Number Distribution. The distributions of 
the local Nusselt number ratio along the ribbed wall for various 
/3 (0, 10, 22, 38, and 44 percent) are shown in Fig. 6. The 
Reynolds number, rib pitch-to-height ratio, and rib height-to-
channel hydraulic diameter are fixed at values of 20,000, 10, 
and 0.081, respectively. As can be observed from this figure, 
the Nu/Nus distributions along the duct walls (XN/H = 0-
9) are evidently different between the permeable and solid-
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type rib geometries. The results of the duct with solid-type ribs 
have been described in detail by Liou and Hwang (1992a). For 
the duct with permeable ribs (P > 22 percent), there are two 
peak values of Nu/Nus within the streamwise distance of two 
successive ribs. The first local peak value occurs at the duct 
wall just downstream of the rib and increases with increasing 
(S. Although the level of turbulence intensity is not measured 
quantitatively in this work, it is believed to be caused by the 
effect of the intense jet turbulence generated from the rear of 
the rib as judged by the qualitative observation of the highly 
fluctuating fringes in this region. The second peak appearing 
in the middle of the successive ribs is considered to be caused 
by an approach of the shear layer from the rib top to the duct 
wall. As P increases, the second peak of Nu/Nus moves down
ward because the flow rate through the perforated walls in
creases with an increase of (3. Note that the hot spots (Nu/ 
Nus < 1) around the concave corner behind the solid-type rib 
do not occur with the_permeable-ribbed wall. Concerning the 
results of the Nu/Nus distributions along the rib-top walls, 
similar trends are found for both permeable and impermeable 
ribbed geometries. However, the values of Nu/Nus for the 
permeable ribs are slightly lower than those for the solid-type 
rib and decrease with increasing 13. This is reasonable because 
with the ribbed wall and a large value of /3, a large amount of 
heat conducted from the rib base has been convected by the 
airflow through the rib; therefore, the conductive heat to the 
rib top (or convective heat from the rib-top surface to the test 
section) is reduced. In addition, the flow acceleration (in
creased forced convection) between the rib top and the opposite 
duct wall decreases as /3 increases due to the reduction of the 
channel blockage. Both of these facts may be supported by 
observation of the fringe patterns given in Fig. 4, which shows 
that the more highly distorted fringes are found on the rib top 
for the solid-type rib as compared with those for the permeable 
ribs. 

Rib Effectiveness. The total heat transfer from the per
forated rib is not obtained by integrating the local heat transfer 
along the periphery of the rib as that done for the solid-type 
rib (Liou and Hwang, 1993), but by the energy balance (Liou 
and Hwang, 1992b), i.e., subtracting the duct wall heat transfer 
from the total convective heat transfer. 

Figure 7 shows the rib heat transfer ratio of the perforated 
rib as a function of the rib open-area ratio for PR = 10, H/ 
De = 0.081, and Re = 20,000. The open symbols in this 
figure are the measured data and the solid curve passing through 
these symbols is a curve-fitting result. Note that two limiting 
cases fi = 0 and 100 percent yield the results of the solid-type 
ribbed and ribless walls, respectively. The dotted line is an 
extrapolation from the present experiment to the upper limiting 
case )3 = 1. From the results obtained by Liou and Hwang 
(1993), it is known that for the solid-type rib, the ratio of Qrib/ 
Qt is comparable to the fraction that the rib occupies in the 
one-rib-pitch wetted area (typically, ATib/A, = 25 percent for 
the solid-type rib). When ribs are perforated but are not yet 
permeable, i.e., |3 = 10 percent in this work, the rib heat 
transfer ratio becomes slightly lower than that of the solid-
type rib because of the reduction in effective rib conductivity 
due to the stagnant air, which fills up the perforations of the 
rib. When permeable ribs with /? = 22 percent are applied to 
the duct wall, Qrib/Qr becomes larger than that of the solid-
type rib. This can be considered as the effect of the enhance
ment of the forced convection due to the increase of the con
vective heat transfer surface within the permeable rib. As /3 
increases further, the effect of the enhancement of the forced 
convection becomes more evident. However, such a trend does 
not hold continuously when /? increases from /3 = 44 to 50 
percent. As shown in Fig. 7, the value of <2rib/<2< for (3 = 50 
percent is slightly lower than that for (3 = 44 percent. The 
reason can be explained as follows: Although the convective 
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Fig. 7 Rib effectiveness as a function of rib open-area ratio 

heat transfer within the perforated ribs increases with an in
crease in the value of /3, the conductive heat transferred from 
the rib base to the rib top decreases due to the reduction in 
the conductive area caused by the presence of the perforated 
holes. Thus, the total heat transfer from the rib may be re
stricted to the capacity of the conductive heat transfer from 
the rib base (duct wall). For 0 = 44 percent, the conductive 
heat transfer and the convective heat transfer are more similar 
than those for (3 = 50 percent. From the point of view of rib 
effectiveness, the rib with /3 = 44 percent is recommended 
because it can transfer the most heat on a unit of total heat 
transfer. 

Note should also be taken in this figure that there is about 
20-30 percent of the total heat transfer from the rib, yet only 
10 percent of the total flat plate area (the corresponding ribless 
surface area) is occupied by the rib for PR = 10. This can be 
reflected by the effect of the extended surfaces provided by 
the rib on the magnitude of the average Nusselt number, which 
is based on the projective area of the corresponding ribless 
wall. The results of the average Nusselt number will be shown 
later. 

Average Nusselt Number. Ribs with a relatively high open-
area ratio are accompanied with a higher heat transfer area as 
compared with the solid-type ribs. To place the results on a 
common basis, the averaged Nusselt number is based on the 
projected area of the corresponding ribless wall. Thus the 
magnitude of the averaged Nusselt number can reflect the 
combined effects of the extended surfaces provided by the ribs 
and the enhanced turbulence by distorting the velocity and 
temperature fields caused by the presence of the ribs (Liou et 
al., 1992). The Reynolds number dependence of the average 
Nusselt number ratio for the perforated-ribbed walls with dif
ferent rib open-area ratios, pitches, and heights is plotted in 
Fig. 8, where the Nusselt number is normalized by the Dittus-
Boelter correlation, which provides an excellent representation 
of the present data for a smooth duct (Liou and Hwang, 1992a). 

Figure 8 has been prepared to facilitate a comparison be
tween the results for the perforated ribs and those for the 
conventional solid-type ribs. The open and half-open symbols 
in Fig. 8 pertain to the two investigated rib heights, i.e., W 
De = 0.081 and 0.162, respectively, at PR = 10. For clarity, 
the results for the solid-type ribbed geometries are presented 
as different types of lines, which are curve fit from the present 
experimental data. It can be seen from this figure that both 
the permeable and impermeable ribs give rise to substantial 
enhancement relative to the smooth duct, ranging from 70 to 
200 percent. The extent of the enhancement is larger at low 
Reynolds numbers. The average Nusselt number ratios for the 

Journal of Heat Transfer NOVEMBER 1994, Vol. 116/917 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10 

PR 
10 

5 

H / D e \ 
0.081 
0.162 

0.162 

0 10 22 38 44 50 

O D A V O 
© B A V O 

I I • I 

Table 1 Constants for Eqs. (6) and (7) 

1 2 4 8 

R e x l O " 4 

Fig. 8 Average Nusselt number ratio versus Reynolds number 

permeable ribbed geometry are slightly higher than those for 
the solid-type ribbed geometry, typically up to 20 percent. 
However, for the impermeable perforated-ribbed geometry, 
i.e., /3 = 10 percent for all Reynolds numbers investigated and 
(3 = 22 percent at Re = 10,000, the Nusselt number ratios are 
slightly lower than those of the solid-type ribbed geometry. 
The explanation of this fact is as follows: As shown in Fig. 6, 
although the solid-type and impermeable perforated-ribbed 
geometries have comparable heat transfer enhancements in the 
interrib region (XN/H = 0-9), the heat transfer rate for the 
top wall of the impermeable perforated rib is slightly lower 
than that of the solid-type rib. The lower heat transfer rate 
for the impermeable perforated ribs may be due to a reduction 
of the effective rib conductivity caused by the presence of the 
stagnant air in the perforations. Thus, the averaged rib and 
duct-wall heat transfer coefficient for the impermeable per
forated-ribbed geometry is lower as compared to that for the 
solid-type ribbed configuration. Actually, channels with solid-
type and impermeable perforated ribs may be simply consid
ered as those with relatively high and low-conductivity ribs, 
respectively. The higher heat transfer enhancement accom
panied by the channel with higher conductivity ribs is reason
able (Liou and Hwang, 1993). Note should be taken in this 
figure that the preferred rib open-area ratio in this work is 
also about 44 percent, which provides the highest heat transfer 
enhancement at a fixed rib height and spacing. 

Concerning the effect of rib height, the Nusselt number ratio 
increases as expected with increasing rib height because of the 
augmented flow acceleration caused by the increase in the 
cross-sectional blockage of the channel. A similar trend is also 
found for the solid-type ribbed geometry. 

A comparison of the effect of the rib spacing on the average 
Nusselt number ratio between the permeable and solid-type 
ribbed geometries is also shown in Fig. 8. In this regard, the 
rib pitch-to-height ratio is varied from 5 to 10, and rib height-
to-channel hydraulic diameter ratio is kept at a value of 0.162. 
As expected, for the solid-type ribbed geometry, the value of 
the Nusselt number ratio for PR = 5 is smaller than that for 
PR = 10. This is because the flow patterns of these two cases 
are different. Cavity flow is present in the former case, whereas 
flow reattachment is present in the latter case. Generally, the 
reattachment flow is associated with a high turbulence inten
sity, and hence a high heat transfer (Liou et al., 1992). In 
contrast to the results of the solid-type ribbed geometry, as 
shown in Fig. 8, the Nusselt number ratio for the permeable 
ribbed geometry (/3 = 44 percent) decreases with increasing 
rib pitch-to-height ratio from PR — 5 to 10. This is physically 
reasonable because the flow patterns around the permeable 
ribs are the same for PR = 5 and 10. Thus, the heat transfer 

H/De Cj c2 c3 c4 u1 "2 u3 

0.081 0.181 0.624 1.474 -1.698 0.062 -0.07 -0.245 

0.162 0.251 0.624 0.672 -0.817 0.153 -0.02 -0.284 
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enhancement is affected by the frequency of flow acceleration, 
which decreases with increasing PR. 

With the values illustrated in the above figures, the average 
Nusselt numbers for the permeable rib geometry can be further 
correlated in terms of the rib and flow parameters as follows: 

NvIp = c1ReC2(l+C3(3 + c4)3
2) (6) 

(22 percent </3< 50 percent, 10,000 < Re < 50,000) 

where cit c2, c3, and c4 are constants and are listed in Table 1 
for various rib heights. The deviation of the equation above 
is 7 percent for 90 percent of the experimental data shown in 
Fig. 8. 

Friction Factor. The dependence of friction factor on 
Reynolds number for various rib open-area ratios, rib height-
to-channel hydraulic diameter ratios, and rib pitch-to-height 
ratios is shown in Fig. 9. The pressure drops across the test 
channel are measured under unheated flow conditions. The 
open and half-solid symbols in this plot represent the results 
of the perforated ribbed geometries for H/De = 0.081 and 
0.162, respectively, at PR = 10. The results of the solid-type 
rib geometries are described by different types of lines for 
different combinations of the parameters. In this plot the 
smooth duct results (solid-line, Blasius correlation) are also 
displayed for comparison. 

As shown in Fig. 9, the friction factor for the permeable 
rib geometry is considerably smaller than that for the solid-
type rib geometry with the same rib height and pitch, but higher 
than that for the smooth channel (solid-line). At the same rib 
height, the values of friction factor for the perforated rib 
geometry with (3=10 percent are found to be almost the same 
as those for the solid-type rib geometry. This reflects the fact 
of impermeability for /3 = 10 percent concluded before. As 
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Fig. 10 Performances of the perforated ribbed ducts under a constant 
pumping power constraint 

expected, for a given Reynolds number the friction factor 
decreases with increasing /3 because of less cross-sectional 
blockage for ribs with larger (3. Considering the effects of the 
rib height and rib spacing, respectively, as shown in Fig. 9, 
the friction factor increases with increasing H/De for a given 
PR, /3, and Re, while it decreases with increasing PR for a 
fixed H/De, /3, and Re. Both tendencies are similar to those 
of the solid-type geometry. 

It is worthwhile to make a comparison of the friction factor 
between the permeable and impermeable ribbed channels with 
the same cross-sectional blockage ratio. As shown in Fig. 9, 
although the ribbed channel with /3 = 50 percent and H/De 
= 0.162 has the same channel blockage ratio as that with (3 
= 0 percent and H/De = 0.081 (centerline), the permeable 
ribbed geometry has a higher friction factor due to the in
creased surface drag. A comparison of the effect on the friction 
factor between the geometry of the symmetric ribs arranged 
on two opposite walls (Han, 1988) and that of asymmetric ribs 
arranged on one wall (present work) is also interesting. In 
Han's work, solid-type ribs with H/De = 0.042 are arranged 
on the two opposite walls of the channel. Thus, the channel 
blockage ratio adopted in Han's work (triangular solid sym
bols) and that adopted in the present work for H/De = 0.081 
and j8 = 0 (centerline) are nearly identical. The comparison 
shows satisfactory agreement between these two works. 

The effects of Reynolds number and rib open-area ratio on 
the friction factor can be correlated for the different rib heights 
as follows: 

f=d1Red2l3d3 (7) 

(22 percent < (3 < 50 percent, 10,000 < Re < 50,000) 

where the coefficients d\, d2, and d3 are listed in Table 1. 
Comparing the equation above with the experimental data, the 
maximum deviation is 6 percent. Note that the correlation 
above is valid only for the permeable ribbed geometry. 

Thermal Performance Analysis. The selection of perform
ance evaluations depends on the purpose and application (Ber-
gles et al., 1974). In the present study, the thermal performance 
is evaluated by comparing the average heat transfer coefficient 
for a channel with ribs with that for a smooth channel without 
ribs per unit pumping (or blowing) power for a constant heat 

transfer surface. With ribs applied on the wall, the pressure 
loss is increased. To keep the fluid pumping power constant, 
the flow velocity must be reduced. This leads to a reduction 
in the average Nusselt number, but this reduction can some
times be overcome by heat transfer enhancement given by rib 
turbulators. The general result found in the previous discussion 
of the solid-type rib is that the value of/is large when Nup is 
large. From the results of the moderate heat transfer enhance
ment and lower pressure drop penalty followed by the perme
able ribbed geometry, a high thermal performance under the 
constant pumping power constraint may be expected to be 
accompanied by the permeable ribbed geometry. The pumping 
power required to feed the fluid through the duct is propor
tional to / • Re3. Thus in Fig. 10 the performance shown by 
the ratio of Nup/Nu* is plotted against fm • Re, where 
Nu*is the average Nusselt number for a smooth duct with the 
flow rate at which the pumping power is the same as that 
obtained in the ribbed duct. The calculation of the Nu* was 
described in detail by Liou and Hwang (1992b). It is obvious 
in this figure that the improvement in Nusselt number ratio 
of the permeable ribbed duct is more pronounced than that 
of the solid-type ribbed duct (three different lines). Figure 10 
further shows that at the lower Reynolds number range both 
the perforated and solid-type ribbed geometries give higher 
thermal performance than those at the higher Reynolds number 
range. Therefore, the usage of the permeable ribs, especially 
for /3 = 44 percent (triangular symbols), at the low Reynolds 
number range is recommended. 

Concluding Remarks 
Turbulent heat transfer and friction characteristics in a chan

nel with perforated ribs mounted on one of the principal walls 
have been studied experimentally. The effects of variations in 
the Reynolds number, rib spacing, rib height, and rib open-
area ratio have been examined.The main findings are: 

1 A criterion of permeability of perforated ribs has been 
obtained from the finite-fringe LHI interferograms. The crit
ical Reynolds number for evidence of flow permeability de
creases with increasing rib open-area ratio. Appropriately high 
rib open-area ratio together with high Reynolds number allow 
the ribs to be permeable. 

2 Since part of the air flow passes through the permeable 
rib and directly impinges on the recirculating bubble behind 
the rib, the hot spots occurring in the region around the concave 
corner behind the solid-type rib do not result in a corresponding 
hot-spot region of the permeable ribbed geometry. 

3 Compact correlations of the friction and heat transfer for 
permeable ribbed duct flows are obtained for the first time. 
The friction factor decreases monotonously with increasing rib 
open-area ratio from 22 to 50 percent, whereas a maximum 
in the value of average Nusselt number occurs when the rib 
open-area ratio is about 44 percent. 

4 As compared with the conventional solid-type ribs, the 
moderate heat transfer coefficient and lower pressure drop are 
accompanied with the permeable ribbed geometry, which re
flects a higher thermal performance. The ribs with /3 = 44 
percent give the best thermal performance among the rib open-
area ratios investigated. 
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Unsteady Wake Effect on Film 
Effectiveness and Heat Transfer 
Coefficient From a Turbine 
Blade With One Row of Air and 
C02 Film Injection 
The effect of unsteady wake and film injection on heat transfer coefficients and film 
effectiveness from a gas turbine blade was found experimentally. A spoked wheel type 
wake generator produced the unsteady flow. Experiments were done with a five airfoil 
linear cascades in a low-speed wind tunnel at a chord Reynolds number of 3 X 105, 
two wake Strouhal numbers of 0.1 and 0.3, and a no-wake case. A model turbine blade 
injected air or C02 through one row of film holes each on the pressure and suction 
surfaces. The results show that the large-density injectant (C02) causes higher heat 
transfer coefficients on the suction surface and lower heat transfer coefficients on the 
pressure surface. At the higher blowing ratios of 1.0 and 1.5, the film effectiveness 
increases with increasing injectant-to-mainstream density ratio at a given Strouhal 
number. However, the density ratio effect on film effectiveness is reversed at the lowest 
blowing ratio of 0.5. Higher wake Strouhal numbers enhance the heat transfer coeffi
cients but reduce film effectiveness for both density ratio injectants at all three blowing 
ratios. The effect of the wake Strouhal number on the heat transfer coefficients on the 
suction surface is greater than that on the pressure surface. 

Introduction 
The thermal efficiency of a gas turbine engine can be improved 

by increasing the turbine inlet temperature. A continuing trend 
toward higher gas turbine inlet temperatures has resulted in an 
increase in heat loads on turbine components. Therefore, it is 
necessary to employ internal and film cooling techniques in a 
turbine blade for performance requirements. 

Many efforts have been made in studying the effect of density 
ratio on heat transfer and film cooling under the steady flow con
dition. Teekaram et al. (1989) studied the effect of different in
jectants on heat transfer coefficients over a flat plate with an 
injection angle of 30 deg. Air and C0 2 at the same density were 
used for film cooling and both injectants were made of equal 
density by controlling their temperatures. They found that the 
heat transfer coefficients were independent of the gas used for 
injection (air or C02) as long as the densities were kept the same. 
Ammari et al. (1990) investigated the effect of density ratio on 
heat transfer coefficients over a flat plate using air (DR = 1.0) 
and C0 2 (DR = 1.52) as injectants. They showed that heat trans
fer coefficients for 90 deg injection are insensitive to density for 
all blowing ratios (0.5-2.0). However, heat transfer coefficients 
for inclined 35 deg injection decrease with increasing density 
ratio for all blowing ratios. 

Ito et al. (1978) studied the effect of density ratio (mass trans
fer method) on the film effectiveness of a gas turbine blade 
model. They showed that an increase in density ratio at the 0.5 
blowing ratio causes a decrease in film effectiveness on the suc
tion surface. The trend is reversed on the pressure surface. It was 
also found that an increase in density ratio at the 1.0 blowing 
ratio causes an increase in film effectiveness on both pressure 
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and suction surfaces. Haas et al. (1991) studied the density ratio 
effect (C02 as injectant) on suction surface film cooling of a 
model turbine blade under a mainstream turbulence intensity of 
6.2 percent. They found that an increase in density ratio at the 
low blowing ratio of 0.5 causes a decrease in suction surface film 
effectiveness. However, an increase in density ratio at higher 
blowing ratios of 1.0 and 1.5 causes an increase in suction surface 
film effectiveness. 

Abhari and Epstein (1994) studied local heat transfer on a 
rotor blade with or without film injection using a blowdown fa
cility with a full turbine stage. They pointed out that time-aver
aged heat transfer on the suction surface is reduced 60 percent 
by film cooling; however, the reduction on the pressure surface 
is small. Takeishi et al. (1992) compared film effectiveness val
ues between a stationary cascade and a rotor blade using the 
heat-mass transfer analogy. The first-stage blades of a high-tem
perature gas turbine were used for the two-dimensional stationary 
cascade test and the three-dimensional rotating test. They re
ported that film effectiveness values in the leading edge region 
and on the suction surface of the stationary cascade match those 
of the rotating blade. The film effectiveness values on the pres
sure surface of the stationary cascade are higher than those of the 
rotating blade. 

The relative motion between the stationary upstream nozzle 
guide vanes and the downstream rotor blades invokes the un
steady flow in turbine operations. The interaction between the 
rotor and stator blades can generate unsteadiness in two ways: 
pptential and wake interactions. Gallus et al. (1982) showed that, 
except for a very small axial gap (on the order of 5 percent axial 
chord, where the contributions of the wakes and potential flow 
interaction are of equal amplitude), unsteadiness due to the 
wakes is dominant. Dunn (1985) reported that unsteadiness gen
erated by the downstream rotor can significantly affect the heat 
transfer rate to the upstream stator (15-25 percent). Doorly and 
Oldfield (1985) showed that unsteadiness due to potential flow 
interaction is greater on the upstream blade than on the down
stream blade and decays rapidly with increasing axial gap. The 
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axial gap between rotor and stator blades for high-pressure tur
bine engines may be sufficiently large to reduce potential flow 
interaction. Wake passing may dominate the unsteadiness. The 
effect of unsteady wake on the downstream blade heat transfer 
coefficients has been studied. Some investigators have conducted 
experiments in actual gas turbine engines while others have done 
laboratory simulations of upstream unsteady wake conditions. 
Two techniques have produced unsteady wake in laboratory sim
ulations. Pfeil et al. (1983), Priddy and Bayley (1988), and Liu 
and Rodi (1992) used a squirrel-type wake generator. Doorly 
and Oldfield (1985), Wittig et al. (1988), O'Brien and Capp 
(1989), Dullenkopf et al. (1991), and Han et al. (1993) used a 
spoked wheel type wake generator. These investigators found 
that unsteady wake promotes earlier and longer boundary layer 
transition on the blade suction surface for a given Reynolds num
ber. The surface heat transfer coefficients also increase with the 
wake passing frequency or Strouhal number. 

Ou et al. (1994) and Mehendale et al. (1994) studied the un
steady wake effect and the effect of air (DR = 1.0) or C0 2 (DR 
= 1.5) film injection on blade film effectiveness and heat transfer 
distributions. A spoked wheel type wake generator produced un
steady flow. The axial gap between the wake generator and 
downstream blade leading edge was about 39 percent of the blade 
axial chord length. The unsteady wake interaction, instead of the 
potential flow interaction, was considered to dominate the impact 
on the downstream blade boundary layer flow and heat transfer. 
The turbine blade had three rows of film holes in the leading 
edge region and two additional rows each on the pressure and 
suction surfaces. They found that an increase in the unsteady 
wake passing frequency causes a decrease in film effectiveness. 
However, it causes an increase in the heat transfer coefficients 
over most of the blade surface for both density ratio injectants 
and all blowing ratios (M = 0.4-1.2). 

This study focuses on the effects of unsteady wake and injec-
tant-to-mainstream density ratio on the heat transfer coefficient 
and film effectiveness distributions of a turbine blade model. Air 
or C02 film is injected through one row of film holes each on 
the pressure and suction surfaces. The major difference between 
this and the previous studies (Ou et al., 1994; Mehendale et al., 
1994) is that the present blade has only one row of film holes 
each on the pressure and suction surfaces. The previous blade 
has three rows of film holes in the leading edge region and two 

additional rows each on the pressure and suction surfaces. This 
was done by plugging and covering all film hole rows except the 
last row on the suction (XIC = 0.4) and pressure (XIC = —0.2) 
surfaces. The previous multirow design results in film interaction 
between jets and film accumulation from the upstream jets on 
both pressure and suction surfaces. The present single-row design 
allows the study of the sole interaction between the unsteady 
wake and the film jet as well as the consequent effect on the 
blade film effectiveness and heat transfer coefficients. Higher 
density ratio is achieved by injecting C02 gas. The main objec
tives are to find: (a) the effect from one row of film injection for 
the no wake flow condition, (b) the effect of density ratio from 
one row of air (DR = 1.0) or C02 (DR = 1.5) film injection, 
and (c) the combined effect of unsteady wake and one row of 
air or C02 injection on the blade heat transfer coefficients and 
film effectiveness. 

The following sections describe the test apparatus and instru
mentation, test conditions, and data analysis. The measurement 
results are then presented. Conclusions are made that include the 
effects of blowing ratio, density ratio, and wake Strouhal number 
on heat transfer coefficients and film effectiveness. 

Test Apparatus and Instrumentation 
The test apparatus consists of a low-speed wind tunnel with 

an inlet nozzle, a spoked wheel type wake generator, a linear 
five-blade cascade with an instrumented blade in the center, and 
a suction blower (Han et al., 1993). Figure 1 shows the top view 
of the cascade, wake generator, wind tunnel, and hot-wire mea
surement locations. The blade shape is designed to produce ve
locity distributions similar to those in a typical advanced high-
pressure turbine blade row. The selected blade has a 107.49 deg 
turning with relative flow angles of 35 deg and —72.51 deg at 
the blade inlet and exit, respectively. A model scaled up five 
times simulates the engine blade. The cascade has five blades 
spaced 17.01 cm apart and each has a chord length of 22.86 cm 
and a radial span of 25.4 cm. The leading edge of the cascade is 
8.82 cm downstream from the wake generator (Fig. 1). All cas
cade blades are of model wood with only the center one instru
mented with foils and thermocouples. The wake generator has 
32 rods, each 0.63 cm in diameter, to simulate the trailing edge 
of the upstream blade. Its shaft is located 20 cm below the bottom 
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Fig. 1 Test apparatus and instrumentation location layout 

wall of the wind tunnel. A casing covers the wake generator to 
avoid flow leakage. The wake Strouhal number is varied by con
trolling the motor speed. The rotation speed of the wake gener
ator is measured by a Pioneer DT-36M digital photo tachometer. 

Four slots were machined in the top wall of the wind tunnel, 
two near the leading edge and two near the trailing edge. The 
slots were midway between the instrumented blade and the two 
blades next to it (see Fig. 1). A hot-wire probe measured the 
inlet flow velocities and exit flow velocities of two adjacent chan
nels. The hot-wire probe also measured the rod-induced wake 
profiles and turbulence fluctuations between the two adjacent 
flow passages. 

The wakes produced by the wake generator rotating rods are 
deflected and interacted with the mainstream. They undergo se
vere distortion and are not parallel to the blade stagnation line as 
shown in the conceptual view of unsteady wake effect in Fig. 2. 
This figure also shows a schematic diagram of the instrumented 
blade used for the film effectiveness and heat transfer coefficient 
tests with film injection. Two separate cavities within the blade 
supply coolant for injection through a row of film holes. One 
cavity is for the holes on the pressure surface and the other is for 
the holes on the suction surface. Each cavity is individually con
trolled for injectant (air or C02) flow rate. Details of the film 
(round) hole pattern shown in Fig. 2 are typical of a gas turbine 
blade. The film holes on both surfaces are distributed between 
32 and 68 percent of the radial blade span and have a compound 
angle (radial and tangential) to the blade surface. The pressure 
side row (XIC = —0.2) and suction side row (XIC = 0.4) have 
10 holes with a hole pitch-to-diameter ratio of 5.00 and 5.71, 
respectively. 

Thirty-five stainless steel foil strips are cemented vertically on 
the outer surface of the instrumented blade. Each strip of foil is 
25.4 cm long, 1.2 cm wide, and 0.00378 cm thick. A gap of 0.8 
mm separates any two foils. All foils are connected in series by 
copper bus bars. A gap is left for the row of film holes on both 
the pressure and suction surfaces. The gaps between any two foils 
and the gaps for the film row are carefully filled with wood putty 
and made flush with the foil to provide a smooth surface. The 
heated foils, when electrically heated for the heat transfer coef
ficient tests, produce a nearly constant wall heat flux boundary 
condition due to the same resistance and same surface area. 
Thirty-six gage copper constantan thermocouples are soldered on 
the underside of the foils. There are nine rows of thermocouples 
on the pressure surface and 13 rows on the suction surface. Each 
row has four thermocouples placed in the 4.06-cm-wide midspan 

region (or 16 percent of radial midspan), two placed in-line with 
the film hole exits and two placed halfway between hole exits on 
both surfaces. Since the thermocouples are far (10.6 cm) from 
the top and bottom walls of the wind tunnel, the temperature 
measurements are free from endwall effects, and a two-dimen
sional measurement is ensured. A thermocouple mounted in each 
injection cavity measures the injectant temperature. All thermo
couples are connected to a Fluke 2280A datalogger interfaced 
with an IBM 386SX 20 MHz personal computer. Fluke multi
meters are used to measure the input voltage and current for the 
heat transfer tests. 

A blade without film holes is also instrumented with thin foils 
and thermocouples for the heat transfer measurements with and 
without upstream unsteady wake flow (Han et al., 1993). 

Test Conditions and Data Analysis 
The chord Reynolds number is Re = V\Clv, where Vt is the 

mainstream mean velocity at the cascade inlet, C the blade chord 
length, and v the kinematic viscosity based on the cascade inlet 
temperature. The Reynolds number is set at Re = 3 X 105 for 
all tests, which corresponds to an inlet velocity of 21 m/s and an 
exit velocity of 50 m/s. 

The wake Strouhal number, defined by O'Brien and Capp 
(1989) as S = 2ivNdn/(60Vi), simulates the unsteady wake flow 
characteristics of turbine operation. The Strouhal number can be 
varied by changing N, d, n, or Vt. It has been shown that the 
blade heat transfer coefficients are functions of a wake Strouhal 
number for a given Reynolds number (Han et al., 1993). In this 
study, the variables of n, d, and Vt are maintained the same for 
all tests (n = 32, d = 0.63 cm, Vi = 21 m/s). Three upstream 
conditions were studied: (1) no wake condition where all rods 
from the wake generator were removed, (2) medium wake Strou
hal number of 0.1, which corresponds to iV = 96 rpm, and (3) 
high wake Strouhal number of 0.3, which corresponds to N = 
287 ipm. The maximum wake passing frequency for the present 
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Fig. 2 Schematic of the test blade with film hole configuration and the 
conceptual view of unsteady wake effect 
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study is 153 Hz. However, it can be as high as 6000 Hz for a 
typical blade. The flow coefficients at the Strouhal numbers of 
0.1 and 0.3, defined by O'Brien and Capp (1989) as VJUr = 
dn/rmS, are 5.7 and 1.9, respectively. Note that using nonlinear 
rotating rods with a linear blade cascade causes the wakes at the 
top of the cascade to pass by the blade faster than the wakes at 
the bottom of the cascade. However, heat transfer tests (with no 
film holes) show that the spanwise four thermocouple readings 
in the midspan region were off about only ±0.5 percent. There
fore, the error was small. 

The hot-wire measurements show that the inlet (and exit) ve
locity profile is essentially uniform between a 25 and 75 percent 
span. The periodicity of velocity profile between adjacent flow 
paths is excellent. The hot-wire measurements also show the 
phase-averaged turbulence intensity can reach as high as 20 per
cent inside the wake. Time-averaged turbulence intensities are 
about 8, 13, and 0.75 percent for the wake Strouhal numbers of 
0.1, 0.3, and the no-wake case, respectively. The mean main
stream velocity increases from 21 rri/s at the cascade inlet (V,) 
to 50 m/s at the cascade exit (V2). A pressure tap instrumented 
blade measures the cascade inlet total pressure and the surface 
static pressure distribution converted to local mainstream veloc
ity distribution around the blade (Han et al., 1993). Figure 3 
shows the distribution of local to exit velocity ratio (V7V2) around 
the blade. The solid line represents a pretest prediction based on 
Re = 2 X 105. The measured and predicted values match on the 
pressure surface, whereas the measured local mainstream veloc
ities are higher than the predicted values on the upstream portion 
on the suction surface. 

The injectant mass flux for the film injection tests at a given 
row of film holes was determined by the local mainstream ve
locity at that location and the desired blowing ratio, M. Tests 
were conducted at three blowing ratios of 0.5, 1.0, and 1.5. 

Heat Transfer Coefficient Tests. The following heat transfer 
data analysis method for the thin foil instrumented blade is the 
same as Ou et al. (1994). The injectant (air or C02) and ambient 
mainstream temperatures are kept the same during the tests, 
which results in a constant density ratio of 1.00 for air and 1.52 
for C0 2 . The local heat transfer coefficient with film injection, 
h, is 

h = q 
T 

(1) 

Equation (1) can be modified as follows since both mainstream 
and injection flows are at the same ambient temperature (7} = 
r„) and Mach number <§1 (7/„ » Ta„): 

h = 
T — T T 

* w 

(2) 

The local heat transfer coefficient shown below is calculated 
for heat loss during the tests: 

h = y loss H gen \ Q cond ' </ rad / 

T - T 
J. w i aw 

(3) 

where Tw is the measured local wall temperature with foil heat, 
To„ the mainstream temperature at the cascade inlet, and Tlm, the 
measured local adiabatic wall temperature without foil heat. The 
local heat transfer coefficient for the blade without film holes is 
also calculated using Eq. (3). Heat loss tests estimate the con
duction and radiation heat losses in Eq. (3). During the tests, Tw 

is in the 40°-50°C range and T„„ is about 25°C. The measured 
total heat loss is about 10 percent of the foil generated heat. The 
conduction and radiation heat losses are 4 and 6 percent, respec
tively. Quasi-steady-state data are taken through the computer 
after three hours. Five continuous sets of wall temperature read
ings are used to obtain the averaged local temperatures and all 
relevant data are also recorded for the calculation of heat transfer 
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wake conditions 

coefficients. Similar procedures are also used in the film effect
iveness tests. 

An uncertainty analysis is carried out using Kline and Mc-
Clintock's method (1953) for propagation of uncertainties. The 
uncertainty in the heat transfer coefficient is contributed mainly 
by the net heat flux and wall-to-mainstream temperature differ
ence. The generated heat for all tests is usually operated at the 
same level of power input (voltage X current). The uncertainty 
in the net heat flux primarily comes from the estimation of heat 
loss from the foil. The uncertainty for decreasing XIC in the heat 
transfer coefficient increases because the wall-to-mainstream 
temperature difference decreases. The maximum uncertainty of 
the net heat flux is about 4 percent and the maximum uncertainty 
of the wall-to-mainstream temperature difference is about 3 per
cent. Therefore, the maximum uncertainty in Nusselt number is 
estimated to be 5.2 percent at the location immediately down
stream of film injection. The uncertainty in wake Strouhal num
ber is estimated to be 1.58 percent for the worst case of S = 0.1. 

Film Effectiveness Tests. The following film effectiveness 
data analysis method for the thin-foil instrumented blade is the 
same as used by Mehendale et al. (1994). The injectant temper
ature (air or G02) within the injection cavity is kept at 45°C. The 
local film effectiveness, rj, is 

V Ts 
(4) 

where 7} is the local film temperature due to mixing between the 
injection and mainstream flows, T„ the injectant temperature in 
the injection cavity, and T„ the mainstream temperature. 

The model blade surface is initially assumed to be adiabatic. 
There is no heat transfer at the surface under this assumption and, 
therefore, the local film temperature must be equal to the local 
adiabatic wall temperature. Thus, for an adiabatic wall, Eq. (4) 
is equivalent to 

V 
T - T 

T, - T„ 
(5) 

where Ta„ is the local adiabatic wall temperature. 
Heat losses and gains must be considered because the blade 

surface is not perfectly adiabatic. Because the injectant is hotter 
than the mainstream, however, there is a conduction gain from 
within the model blade that results in higher wall temperatures 
at locations near injection cavities. Heat loss from the surface 
due to conduction and radiation results in lower wall tempera
tures. These gains and losses in wall temperature measurements 
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are accounted for by dividing their local heat fluxes by the local 
heat transfer coefficient to yield an "equivalent corrective wall 
to mainstream temperature difference." The corrective temper
ature difference is positive or negative depending on the relative 
strengths of these fluxes. The film effectiveness is finally calcu
lated as 

' H' — -**> , Wcond ' #rad) ~~ ^contlA' / ^ 
77 = 1 ( 6 ) 

Ts- Ta h(T,~ T») v ; 

where T„, is the measured local wall temperature from mixing of 
the hotter injectant with the ambient mainstream (a local tem
perature measured at wall for the local film temperature 7}), 
<7"ond the local conduction heat loss flux, <j"„d the local radiation 
heat loss flux, g"ond-i, the local conduction heat gain flux, and h 
the local heat transfer coefficient for the corresponding test con
ditions from the heat transfer coefficient tests. The local conduc
tion heat gain flux is estimated based on the thermal conductivity 
of model wood, the shortest distance between the injectant cavity 
and the corresponding thermocouple position, the measured local 
wall temperature, and the injectant temperature measured in the 
injectant cavity. Depending on the location, the maximum heat 
losses and heat gain are estimated to be 53.5 W/m2 and 95.2 W/ 
m2, respectively. 

The uncertainty in the film effectiveness is influenced mainly 
by the wall-to-mainstream temperature difference and the esti
mation of heat loss and gain from the foil. The uncertainty for 
increasing XIC increases because the wall-to-mainstream tem
perature difference decreases. The maximum uncertainty of the 
heat loss and gain is about 4 percent and the maximum uncer
tainty of the wall-to-mainstream temperature difference is about 
6 percent. Therefore, the maximum uncertainty in the film ef
fectiveness is estimated to be 7.4 percent at the maximum value 
of XIC. 

Results and Discussion 
The results of the heat transfer measurements from the blade 

without film holes (Ou et al., 1994) for the no-wake case and S 
= 0.1 and 0.3 show that as the wake Strouhal number increases, 
the increased flow unsteadiness disturbs the boundary layer and 
causes an increase in the heat transfer coefficients on both sur
faces. This effect is more severe on the suction surface than on 
the pressure surface. The upstream unsteady flow causes an ear
lier laminar layer transition on the suction surface (X/C = 0.4 
compared with X/C s 0.8 for the no-wake case) and the tran
sition length increases with increasing wake Strouhal number. 

Heat Transfer Coefficients 

Blowing Ratio Effect. Figure 4 shows the effect of film in
jection on the spanwise-averaged Nusselt number distribution for 
the no-wake condition. The heat transfer coefficients upstream of 
the film injection on both sides ( -0 .2 < XIC s 0.4) are the 
same as those of no film holes and no wake. The sharp increases 
in heat transfer coefficients immediately downstream of the film 
injection on both sides (at XIC = 0.4 and -0 .2) are caused by 
the highly disturbed boundary layer caused by interaction be
tween the injectant and mainstream. Following these peaks, the 
boundary layer growth and stabilization cause the heat transfer 
coefficients to decrease except the lower blowing ratios on the 
suction surface. In these cases, early boundary layer transitions 
start and result in increases in heat transfer coefficients. The 
boundary layer on the pressure surface is thicker (due to lower 
velocity) than that on the suction surface; therefore, the film in
jection effect on the pressure surface heat transfer coefficients is 
reduced. Heat transfer coefficients on the pressure surface in
crease with increasing blowing ratio for both air and C02 injec-
tants because higher blowing ratios cause more interaction be
tween the injectant and mainstream. On the suction surface, how
ever, the heat transfer coefficients increase with decreasing 
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blowing ratio for both injectants. This behavior may result be
cause the lower blowing ratio (M = 0.5) with lower momentum 
flux ratio causes less injectant penetration and promotes an earlier 
and shorter boundary layer transition to a turbulent boundary 
layer (0.4 == XIC < 0.6). This earlier and shorter boundary layer 
transition leads to higher heat transfer coefficients. However, a 
higher blowing ratio (M = 1.5) with higher momentum flux ratio 
causes more injectant penetration and less effect on the boundary 
layer. This leads to a delayed boundary layer transition into a 
turbulent boundary layer (0.5 < XIC < 0.8) and results in lower 
heat transfer coefficients. The blowing ratio effect on the varia
tions of the heat transfer coefficients due to different momentum 
flux ratios is more evident for air than for C0 2 . Note that the 
effect of blowing ratio diminishes toward the trailing edge on 
both surfaces due to film dilution. 

Density Ratio Effect. The momentum flux ratio decreases as 
the density ratio increases for a given blowing ratio. The injectant 
with lower density penetrates farther for a given blowing ratio 
on the pressure surface due to higher momentum flux ratio than 
that with higher density. This leads to more jet-mainstream in
teraction for lower density injectant and results in higher heat 
transfer coefficients. However, for a given blowing ratio on the 
suction surface, the C0 2 injection (with lower momentum flux 
ratio) causes less injectant penetration and makes the injectant 
stay closer to the blade suction surface than the air injection. 
More disturbance by C02 injection causes an earlier boundary 
layer transition to turbulent boundary layer due to a thinner 
boundary layer on the suction surface. Therefore, the higher den
sity ratio injectant (with lower momentum flux ratio) promotes 
earlier boundary layer transition and produces higher heat trans
fer coefficients on the suction surface than the lower density ratio 
injectant. 

Unsteady Wake Effect. Figures 5-7 show the effect of wake 
Strouhal number on the spanwise-averaged Nusselt number dis
tribution at the blowing ratios of 0.5, 1.0, and 1.5, respectively. 
The effects of unsteady wake and film injection are displayed in 
these figures. The effects of blowing ratio and density ratio as 
described in Fig. 4 can be seen again in these figures. The heat 
transfer coefficients upstream of the film injection on both sur
faces (—0.2 < XIC < 0.4) increase with an increase in the un
steady wake Strouhal number. The heat transfer coefficients 
downstream of film injection on both sides (XIC < -0 .2 or XI 
C > 0.4) increase due to the interaction between the injectant 
and unsteady mainstream. As discussed earlier, the film injection 
can promote boundary layer transition on the suction surface and 
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averaged Nusselt number for M = 1.5 

cause higher heat transfer coefficients on both surfaces for the 
no-wake condition. As the wake Strouhal number increases, the 
increases in unsteady flow fluctuations further disturb the bound
ary layers and further augment the heat transfer coefficients on 
both surfaces for both injectants at all blowing ratios. Boundary 
layer disturbances increase as the blowing ratio increases on the 
pressure surface and, therefore, reduce the increases in the heat 
transfer coefficients due to the unsteady wake (from the no-wake 
case to S = 0.3). The increases in the heat transfer coefficients 
due to the unsteady wake show the same level for both injectants. 
On the suction surface downstream of the film holes, however, 
the increases in the heat transfer coefficients due to the unsteady 
wake are more significant at the highest blowing ratio of 1.5 (the 
lowest heat transfer coefficients). This is because the transition 
is delayed at higher blowing ratios (lower heat transfer coeffi
cients) and becomes a turbulent boundary layer because the tran
sitional boundary layer is easily affected by the unsteady wake 
disturbance. Increases in the heat transfer coefficients due to un
steady wake are greater for the lower density ratio injectant (air) 
than for the higher density ratio injectant (C02) for all blowing 
ratios. 

Film Effectiveness 

Blowing Ratio and Density Ratio Effect. Figure 8 presents 
the effect of film injection on spanwise-averaged film effective
ness under a no-wake flow condition. This figure shows the effect 
of film injection for different density ratio injectants. The film 
effectiveness upstream of the film injection on both sides (—0.2 
=s XIC =s 0.4) is nearly zero because there are no film holes in 
these regions. As expected, the film effectiveness is highest im
mediately downstream of the film injection due to better film 
protection. Far downstream, past the peaks, it decreases due to 
film dilution. The film effectiveness on both sides (XIC < -0 .2 
or XIC > 0.4) decreases with increasing blowing ratio for both 
injectants. This is because the higher blowing ratio causes more 
severe lift-off of film jets and reduces the film coverage. How
ever, this trend is not consistent for C0 2 injection on the suction 
surface where the blowing ratio of 1.0 produces the highest film 
effectiveness. This is probably because an insufficient amount of 
C0 2 (due to large density) is injected at M = 0.5 and, therefore, 
the film effectiveness drops quickly. It is expected that there is 
an optimum blowing ratio for each injectant. Thus, the optimum 
blowing ratio for air is M == 0.5 and the optimum blowing ratio 
for C0 2 is M = 1.0. The blowing ratio effect is more evident for 
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Fig. 10 Effects of unsteady wake and air or C02 injection on spanwise-
averaged film effectiveness for M = 1.0 

the lower density ratio injectant of air than for the higher density 
ratio injectant of C0 2 . At the higher blowing ratio of 1.0 or 1.5, 
the air injection (higher momentum flux ratio) has more jet lift
off than the C02 injection (lower momentum flux ratio). There
fore, higher density ratio injectant (C02) gives higher film ef
fectiveness than lower density ratio injectant (air) when com
pared at the same blowing ratio. However, the reverse is true at 
the lowest blowing ratio of 0.5. The injectants at the small 
blowing ratio may stay closer to the blade surfaces and a velocity 
deficit is formed. A larger density injectant may cause a larger 
velocity deficit and result in larger velocity gradients, which pro
duces higher turbulence and therefore reduces the film effective
ness. The effect of density ratio on the suction side film effect
iveness agrees with the previous study by Haas et al. (1992). 

Unsteady Wake Effect. Figures 9-11 show the effect of wake 
Strouhal number on spanwise-averaged film effectiveness distri
bution for the blowing ratios of 0.5, 1.0, and 1.5, respectively. 
These figures show the combined effects of unsteady wake and 
film injection. The effects of blowing ratio and density ratio de
scribed in Fig. 8 can be observed in these figures. The film ef
fectiveness on both surfaces downstream of the film injection 
decreases with increasing wake Strouhal number at the studied 
three blowing ratios. This is because the higher turbulence inten
sity level created by the upstream unsteady wake flow disrupts 
the boundary layer and reduces the film coverage. However, the 
film effectiveness distributions retain a similar trend when com
pared to those for the no-wake flow condition. The decrease in 
film effectiveness due to unsteady wake is most significant at M 
= 0.5 for both injectants. These reductions are about 43 and 21 
percent for air and 52 and 17 percent for C02 immediately down
stream of film holes on the pressure and suction surfaces, re
spectively. The film effectiveness with air injection (DR = 0.97) 
for the lower blowing ratio (M = 0.5) is higher than that with 
C02 injection (DR = 1.48) on both surfaces. The film effective
ness with air injection for the higher blowing ratio (M = 1.0 or 
1.5) is much lower than that with C0 2 injection. 

Concluding Remarks 
The effect of unsteady wake on the heat transfer coefficient 

and film effectiveness of a model turbine blade with one row of 
film holes on the pressure and suction surfaces was investigated 
using a spoked wheel type wake generator. Two wake Strouhal 
numbers of 0.1 and 0.3 and a no-wake case were studied at a 
chord Reynolds number of 3 X 105. Air (DR « 1) and C0 2 (DR 

ss 1.5) were used as injectants at three blowing ratios of 0.5, 1.0, 
and 1.5. Several conclusions can be drawn from this study. 

1 A higher blowing ratio on the pressure surface results in 
higher heat transfer coefficients and lower film effective
ness. An increase in density ratio is seen to cause a de
crease in heat transfer coefficients. A higher blowing ratio 
on the suction surface results in lower heat transfer coef
ficients and lower film effectiveness, except that C0 2 has 
the highest effectiveness at the blowing ratio of 1.0. A 
higher density ratio causes higher heat transfer coefficients. 

2 The film effectiveness increases with increasing density 
ratio on both surfaces for the higher blowing ratios of 1.0 
and 1.5. The reverse is true for the lowest blowing ratio of 
0.5. 

3 Both unsteady wake and film injection can promote bound
ary layer transition on the suction surface and cause higher 
heat transfer coefficients. The interactions between the in
jectant and mainstream disturb the boundary layer imme
diately downstream of the film holes on both surfaces and 
cause sharp increases in the heat transfer coefficients. 
Higher wake Strouhal numbers enhance the heat transfer 
coefficients and reduce the film effectiveness on both sur-
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faces for all three blowing ratios. The effect of unsteady 
wake on the suction surface heat transfer coefficients is 
more pronounced than on the pressure surface heat transfer 
coefficients. On the suction surface, the increases in the 
heat transfer coefficients due to the unsteady wake are 
greater for the lower density ratio injectant (air) than for 
higher density ratio injectant (G02). The unsteady wake 
effect on the pressure surface heat transfer coefficients for 
both injectants is about the same. 

4 The conclusions for one row injection are consistent with 
previous multirow injection studies (Ou et al., 1994; Me-
hendale et al., 1994), which have film interaction between 
jets and film accumulation from the upstream jets on both 
pressure and suction surfaces. It should be noted that these 
results are based on a low-speed flow at the blade cascade 
entrance. The readers should be careful in extrapolating the 
results from the current work to actual gas turbine condi
tions. 
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Heat Transfer and Surface 
Renewal Dynamics 
in Gas-FIuidized Beds 
Local instantaneous heat transfer between a submerged horizontal cylinder and a gas-
fluidized bed operating in the bubble-flow regime was measured and the resulting sig
nals analyzed. Unique to this investigation is the division of particle convective heat 
transfer into transient and steady-state contact dynamics through analysis of instan
taneous heat transfer signals. Transient particle convection results from stationary 
particles in contact with the heat transfer surface and yields a heat transfer rate that 
decays exponentially in time. Steady-state particle convection results from active par
ticle mixing at the heat transfer surface and results in a relatively constant heat transfer 
rate during emulsion phase contact. The average time of contact for each phase is 
assessed in this study. Signals were acquired using a constant-temperature platinum 
film heat flux sensor. Instantaneous heat transfer signals were obtained for various 
particle sizes by varying the angular position of the heat transfer probe and thefluidiza-
tion velocity. Individual occurrences of emulsion phase heat transfer that are steady-
state in nature are characterized by contact times significantly higher than both the 
mean transient and mean emulsion phase contact times under the same operating con
ditions. Transient and steady-state contact times are found to vary with angular posi
tion, particle size, and fluidizing velocity. Due to the extremely short transient contact 
times observed under these fluidization conditions, mean transient heat transfer coef
ficients are approximately equal to the mean steady-state heat transfer coefficients. 

Introduction 
Transport phenomena in bubbling, gas-fluidized beds are dom

inated by surface renewal mechanisms associated with the local 
hydrodynamics at submerged surfaces. In the case of heat trans
fer, the fundamental physics of the process are reasonably mod
eled using the concept of two phases comprising the bed: bubble 
and emulsion. The term emulsion phase implies a volume in the 
bed having a fairly uniform void fraction near 0.5, while the term 
bubble phase is used to describe small volumes in the bed com
posed primarily of the fluidizing gas. Employing such an ap
proach to model the physics of local heat transfer assumes that 
a point on a submerged surface will alternately be in contact with 
emulsion phase and bubble phase as a result of local hydrody
namics. Surface renewal is a concept that implies recurrent re
placement of the emulsion phase in contact with the surface with 
emulsion phase at the bulk bed temperature. Bubble contact with 
the surface, or the passage of a bubble near the surface, creates 
the hydrodynamics that promote surface renewal. This study has 
focused primarily on submerged horizontal cylinders. 

Local emulsion phase and bubble phase contact at a submerged 
surface can be characterized using several parameters that serve 
to describe the essential physics and that also allow quantitative 
prediction of the local heat transfer rate. Emulsion phase and 
bubble phase contact times and emulsion and bubble contact time 
fractions are useful in describing the contact dynamics, and can 
be used as input to predictive models. Experimentally quantify
ing these parameters may yield correlating equations. These char
acterizations are based on physical models that assume that dis
tinct phases constitute the bed; in actuality, there is a range of 
void fractions in areas of the bed that might be classified as bub
ble or emulsion. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 1993; 
revision received November 1993. Keywords: Measurement Techniques, Packed 
and Fluidized Beds, Transient and Unsteady Heat Transfer. Associate Technical 
Editor: W. A. Fiveland. 

Observations in this laboratory using high-speed film tech
niques and time accurate local heat flux and void fraction mea
surements have led to the conclusion that several types of emul
sion phase contact routinely occur at submerged surfaces in bub
bling gas-fluidized beds. However, the concept of a "packet" of 
stationary particles has been employed in the majority of previ
ous studies for developing models or describing the underlying 
physics of heat transfer during emulsion phase contact. This as
sumed physical behavior implies a heat transfer coefficient that 
decays rapidly and monotonically in time during emulsion phase 
contact, until the packet is replaced by bubble interaction. How
ever, the observed physics also reveals emulsion phase contact 
periods in which the heat transfer coefficient does not decay, but 
rather fluctuates about an average value. Some emulsion phase 
contacts have decaying heat transfer rates, but decay rates are 
often significantly less than those predicted by a packet model 
approach. Therefore, the present study was undertaken to ex
amine contact dynamics and surface renewal through the analysis 
of local, time accurate heat transfer measurements from a sub
merged horizontal cylinder to a bubbling gas-fluidized bed. Mod
eling efforts will be furthered by investigating quantitatively the 
nature of heat transfer rates during emulsion phase contact and 
associated contact dynamics. 

Background 
Measurements that describe surface renewal and emulsion and 

bubble phase contact dynamics are essential to understanding and 
modeling heat transfer physically in fluidized beds. Mickley and 
Fairbanks (1955) proposed a model of local heat transfer based 
on transient conduction into the emulsion phase, which was mod
eled as having uniform effective fhermophysical properties. This 
model has served as the basis for essentially all of the subsequent 
descriptions of emulsion phase heat transfer. During emulsion 
phase contact with the heat transfer surface, the heat transfer rate 
predicted in such models decreases in time as a result of thermal 
penetration depth effects, as in a semi-infinite solid. The model 
predicts that the average emulsion phase heat transfer rate is de
pendent upon emulsion phase contact times. In a subsequent pa-
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per, Mickley et al. (1961) examined experimentally the heat 
transfer between a bubbling gas-fluidized bed and a vertical tube. 
Continuous records of the local heat transfer were obtained, and 
statistical aspects of the emulsion phase residence time examined. 
By assuming a model of the emulsion phase heat transfer coef
ficient that can be expressed as 

h 
V7T 

ikpppcp 
1 

(1) 

the authors were able to derive an appropriate average value of 
contact time to describe the mean emulsion phase heat transfer 
rate. The assumption that all emulsion phase contact is described 
by a "packet" model approach, which predicts a sharply decay
ing heat transfer coefficient, yields an expression for the mean 
heat transfer coefficient over all contacts as 

: <lkpppCp -
S T , " 

S T , 
(2) 

Mickley et al. (1961) then chose to define an average packet 
residence time as 

S T , 
I 

2 r\n (3) 

In order for this average to appropriately describe the heat trans
fer, the underlying assumption of transient decay in the heat 
transfer rate during emulsion phase contact must correctly de
scribe the actual physics. In addition, it should be noted that Eq. 
(2) results from integrating the model equation, Eq. (1), over a 
contact time, and then averaging this result for the number of 
contact periods. 

Both transient and mixing characteristics are evident in Fig. 
8(a) of Mickley et al. (1961) although the authors did not dis
cuss this aspect of the signal. Other investigators have also ex
amined the emulsion phase contact dynamics for vertical surfaces 
and horizontal tubes in fluidized beds. Ozkaynak and Chen 
(1980) and Chandran and Chen (1982) examined the contact 
dynamics for vertical and horizontal tubes in fluidized beds by 
measuring the local void fraction using capacitance probes and, 
for a vertical tube, local heat transfer coefficients. Average resi
dence times for the emulsion phase were reported based on Eq. 
(3) , called the root-square average emulsion residence time. Res
idence times for the vertical tube were seen to follow a log-
normal distribution. Local time averaged heat transfer rates were 
measured for the vertical tube, and compared with the packet 
model and existing correlations. 

Saxena and Rao (1991) and Saxena et al. (1990) presented 
temperature traces from a heat transfer probe, and determined 
renewal frequencies. Chandran and Chen (1982) measured local 
void fraction using a capacitance probe. In each of these cases 
the data are not presented in a manner that would allow compar
ison with the present signals. 

Kurosaki et al. (1988) measured pressures and local heat trans
fer coefficients at the surface of a horizontal heated cylinder. In 
addition, visual observation was made of the behavior of particles 
at the surface of the horizontal cylinder. Fiber optics were used 
to convey a laser beam to the surface of the cylinder, where 
transmission or interruption of the light signal to a photomulti-
plier tube indicated the absence or presence of emulsion phase. 
Three fundamental particle behaviors were identified at the cyl
inder surface: 

1 stationary behavior with no particle motion, 
2 sliding of the particles along the surface, and 
3 mixing behavior where emulsion and void phases interact. 

The maximum values of the heat transfer coefficient were ob
served at the boundary between sliding and mixing behaviors. In 
a previous study in this laboratory, still photography and high
speed motion films showed distinct particle motion at the surface 
of a submerged cylinder in a two-dimensional fluidized bed 
(Suarez, 1983). These observations are in qualitative agreement 
with those of Kurosaki et al. (1988). 

Particle motion adjacent to a submerged cylinder may result 
in local fluctuations in void fraction, which have been measured 
by several investigators using capacitance probes. Chockalingam 
(1985), using the same experimental facility as Suarez (1983), 
recorded local, instantaneous void fraction at the surface of a 
horizontal cylinder in a gas-fluidized bed of particles having 
mean diameters from 256 to 509 pm. In this range of particle 
sizes, he concluded that void fraction fluctuations contributed to 
time variations in heat transfer, but that void fraction fluctuations 
alone did not account for the variations in heat transfer rate found 
by Suarez (1983). Decker (1983 ) measured the spacing between 
the surface and adjacent particles in large particle beds. This 
spacing was observed to fluctuate significantly during emulsion 
phase contact for large particles. Ginoux et al. (1973) used a 
two-dimensional bed to examine local hydrodynamics around a 
horizontal cylinder. The authors discuss clearly the basis for the 
independence of the heat transfer coefficient from the contact 
time for vigorous agitation, or very short contact times. 

Beasley et al. (1987) and Figliola et al. (1993) developed a 
model for the particle convection heat transfer component of the 
emulsion phase heat transfer in a bubbling bed. The model em
ploys a convective boundary condition at the interface between 
the surface and the emulsion phase, and allows variations in local 

Nomenclature 

A = constant in correlation (Eqs. (5) 
and (6)) 

B = constant in correlation (Eqs. (5) 
and (6)) 

C = constant in correlation (Eqs. (5) 
and (6)) 

c = specific heat 
D = diameter of the horizontal cylin

der 
E(f) = voltage 

dp = mean particle diameter 
/ = contact time fraction, typically 

bubble phase 
g = acceleration due to gravity 
h = instantaneous local heat transfer 

coefficient 

h = mean heat transfer coefficient 
k = thermal conductivity 
r = resistance 

R = ratio 
t = time 

U = gas velocity 
A = peak-to-peak value for a heat 

transfer signal 
6 = angular position from stagnation 

point 
p = density 
T = emulsion phase contact time 
T = mean contact time 

b = 
crit = 
gc = 

i = 
mean = 

m = 
mf = 

min = 
P = 

rsa = 
i = 

t -

bubble 
critical 
gas convection 
individual contact condition 
mean value 
mixing 
minimum fluidization 
minimum 
packet 
root square average 
steady-state heat transfer or 
mixing particle behavior 
transient heat transfer or sta-

Subscripts 
avg = average (emulsion) 

tionary particle behavior 
local average 
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Fig. 1 (a) Constant-temperature bridge circuit, (fa) heat flux probe, and (c) heated cylinder configuration 

void fraction in the region adjacent to the surface. The concept 
of surface coverage is introduced to account for particle contact 
and void fraction variations at a heat transfer surface. As far as 
is known, all published models for predicting emulsion phase or 
particle convection heat transfer require contact time information, 
either for single particles or the emulsion phase. 

Experimental Facilities and Measurements 
Time-accurate measurements of local heat transfer rates were 

performed in a 92 cm high, 30 cm by 30 cm cross-sectional bed 
with air as the fluidizing medium. The distributor plate was po
rous polyethylene, with a typical pressure drop of 3 kPa. Three 
particle sizes were studied: two base mixtures having narrow size 
distributions with weight mean averages of 256 and 568 //m, and 
a binary mixture of these two sizes having a weight mean of 340 
lira. The measurements were made in the bubbling flow regime, 
with fluidization velocity ratios ranging from 1.0 to 3.1. Heat 
transfer rates were recorded for a single cylinder having a uni
form surface temperature approximately 35°C above the bulk bed 
temperature. Overall (time and spatial) averaged values, local 
time averaged values, and instantaneous local values of the heat 
transfer were measured. The horizontal cylinder was 5 cm in 
diameter, internally heated, and located 30 cm above the distrib
utor plate. Instantaneous heat transfer rates were measured with 
a platinum film probe, as shown in Fig. 1; the probe was flush-
mounted on the cylinder surface, and the platinum film temper
ature controlled by a constant-temperature bridge circuit. The 
probe was maintained within 0.25°C of the cylinder temperature. 
The power supplied to maintain the probe temperature is a direct 
measure of the heat transfer coefficient. Raw bridge voltage data 
and the probe electrical resistance were used to calculate the heat 
transfer rate to the fluidized bed by using the calibrated effective 
area of the probe, and after correcting for probe conduction 
losses. These calculations and benchmark tests have been de
scribed previously (Suarez, 1983; Suarez etal., 1983). The probe 
response time was determined experimentally to be less than 1 
ms, which is much faster than the measured dynamic frequencies 
occurring within the bed. Further descriptions of the character
istics of film probes employed for heat flux measurement are 
found in Beasley and Figliola (1988) and Figliola et al. (1993). 

Heat transfer measurements were made at angular positions of 
0, 45, 90, 135, and 180 deg, with zero corresponding to the bot
tom of the cylinder, or the upstream side. The bridge output sig
nal was recorded by a data acquisition system at 5 ms intervals. 
In benchmark tests, the spatially and temporally integrated av

erage values of the instantaneous signals agreed with the overall 
cylinder heat transfer rates to within the 7 percent uncertainty of 
the system. This overall heat transfer rate was determined from 
the power input to maintain the temperature of the copper cyl
inder above the bed temperature. Other baseline tests with single-
phase gas flow normal to the cylinder showed agreement with 
existing experimental data and correlations for the stagnation 
point on a cylinder in crossflow (Giedt, 1949) to within ±10 
percent. These tests confirm the accuracy of the probe calibration, 
operation, and stability of the bridge circuit. Uncertainty analysis 
of experimental data from the present fluidized bed resulted in 
uncertainty levels of ±10 percent for the maximum emulsion 
phase heat transfer rate, and this value increased to ±30 percent 
for the bubble phase minimum. 

Surface Renewal Characteristics 
The physical mechanisms of heat transfer in gas-fluidized beds 

where radiation effects are negligible include bubble phase and 
emulsion phase heat transfer. As shown in Fig. 2, the onset of 
emulsion phase contact is characterized by a dramatic increase 
in the value of the heat transfer coefficient, whereas an abrupt 
decrease in the heat transfer coefficient is recognized as initiation 
of bubble phase contact. Traditionally, the emulsion phase heat 
transfer has been further divided into two additional components: 
gas and particle convection. The gas convection component can 
be predicted or measured (see, for example, Baskakov et al., 
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1973). There exist several models for predicting the rate of par
ticle convection heat transfer based on transient conduction to 
the particles and stagnant gas within the emulsion phase. How
ever, experimental observations indicate that such transient con
duction behavior does not completely characterize particle con
vection heat transfer. 

In one scenario, the resulting transient decay of the instanta-
neuos heat transfer coefficient suggests that particles remain sta
tionary during contact with the heat transfer surface, such as de
picted by (a) in Fig. 2. However, visual inspection of the in
stantaneous heat transfer coefficient signals obtained by Suarez 
(1983) suggests that transient heat transfer is not the sole means 
of heat transfer when emulsion phase is in contact with the heat 
transfer surface. There also clearly exist periods of emulsion 
phase contact where the heat transfer coefficient fluctuates about 
a constant value, such as depicted by the ideal signal in (b), Fig. 
2. This steady-state behavior is assumed to be attributed to the 
mixing of particles and/or variations in local void fraction while 
the emulsion is in contact with the heat transfer surface. Occa
sionally, a combination of the two signals appears. 

Original to this work is the division of the particle convection 
heat transfer into stationary and mixing particle behavior, which 
corresponds to transient and steady-state emulsion phase con
tacts, respectively. Mean heat transfer coefficients, which include 
bubble phase, gas convection, transient particle convection and 
steady-state particle convection heat transfer, can be predicted 
according to the following equation: 

h =fbh„ +f,(h, + hsc) +fs{hs + hsc) (4) 

Both the bubble phase heat transfer coefficient, hb, and steady-
state particle convection heat transfer coefficient, hs, are inde
pendent of time and do not require knowledge of contact time. 
However, in order to predict the average heat transfer coefficient 
during a transient contact, h,, information regarding contact time 
for this condition is essential. As for the fractional contribution 
of the bubble phase, fb, a correlation for predicting such values 
for vertical cylinders in gas-fluidized beds does exist. With 
knowledge offb and mean transient contact time information, the 
fractional contribution due to transient emulsion phase, f,, can 
also be determined. Finally, the fraction of steady-state emulsion 
phase, fs, can be determined from the bubble fraction and tran
sient emulsion fraction. 

To predict h, accurately, a transient contact time incorporating 
the probability density distribution of average individual tran
sient contact times should be used; however, Koppel et al. (1966) 
showed that for typical transport models, the shape of the prob
ability density function for residence times at a surface have an 
insignificant effect on the predicted average transport coefficient. 
Thus, mean transient contact times, T,, are expected to provide 
reasonable results. In either case, mean values are required. As a 
source of comparison, mean values of steady-state contact time, 
f j , and emulsion phase contact time, Tavg, are also investigated. 
The procedure followed for determining these values is described 
in the following paragraphs. 

Signal Analysis 
Under ideal circumstances such as those displayed in Fig. 2, 

when a group of particles comes in contact with a heat transfer 
surface, one of two conditions exist. If the particles are in a state 
of mixing, the heat transfer coefficient increases immediately 
upon contact and fluctuates about a constant value, whereas if 
the particles remain motionless at the surface, the immediate in
crease in heat transfer is followed by a tendency of the heat trans
fer coefficient to decay exponentially. Either condition persists 
until a bubble, free of particles, displaces the emulsion phase. 
Such bubble phase contact results in an immediate drop in the 
heat transfer coefficient to some minimum value. Again, in the 
present idealized model, each time the emulsion phase or bubble 
phase comes in contact with the heat transfer surface, a consistent 

maximum or minimum value of heat transfer coefficient results. 
Individual emulsion phase contact times can be determined by 
analyzing the signal at an appropriate value of the heat transfer 
coefficient, /icri„ which accurately represents the duration of con
tact for each phase. The emulsion phase contact time is evaluated 
as the time between consecutive crossings of the hCIii value, with 
a crossing having an increasing heat transfer coefficient indicat
ing onset of emulsion phase contact. A range of possible values 
for hcnl lies between the two dashed lines in Fig. 2. However, 
low-frequency and high-frequency noise present in essentially all 
of the experimental signals in the present study interfered with 
the accurate determination of these mean values of contact time 
from this raw data. For this reason, appropriate band-pass filter
ing techniques were developed to provide signals free of un
wanted noise without altering the original widths of contact of 
the signal. 

In order to determine the threshold for the band pass filter, 
power spectral density functions of several signals were ana
lyzed. A band-pass filter was created in the frequency domain 
with threshold frequencies of 0.2 Hz and 15 Hz. After filtering, 
the signals were free of unwanted noise, yet the contact times 
were essentially unaltered. Visual confirmation of unaltered con
tact times as well as noise elimination is available in Fig. 3. 
Provided in the figure is the original signal prior to filtering and 
the filtered signal, which is offset for clarity. 

After removal of the noise from the signal, the most appropri
ate location for the critical heat transfer coefficient, hctil, can be 
determined. It is desired to develop a data reduction method that 
allows /icrit to be specified from statistical parameters of each 
signal. Two candidate methods for specifying a value of hCIit were 
judged promising from preliminary evaluation of representative 
signals. The_ first of these is located at the mean heat transfer 
coefficient, /iavg, less some fraction of A, the difference between 
the maximum and minimum (or peak-to-peak) heat transfer co
efficient values of each signal. The second involves evaluation 
of the contact times with /icrit located at the minimum heat transfer 
coefficient, h^, plus some fraction of the peak-to-peak value. 
Inspection of Fig. 4 shows that of the four candidate locations 
identified for /icrit, all could provide plausible results for the mean 
contact times. These four candidate locations for /icrit were plotted 
on each of the 148 signals that formed the database for this study. 
The contact times that resulted from data reduction were com
pared to contact times determined directly from the signals 
through visual analysis. For the signals identified in Figs. 3 and 
5 the average emulsion phase contact time determined through 
the signal analysis algorithm proposed in this study varied by 3 
and 1 percent, respectively, from those derived manually. Actual 
bed contact dynamics present a range of void fraction during 
emulsion phase contact, creating challenges in interpreting indi
vidual contacts. Figure 4 contains an example of this complexity. 
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Fig. 3 Comparison of filtered to unfiltered signal (offset for clarity) 
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Fig. 5(a) Signal containing both steady-state and transient emulsion 
phase contacts 

Between 3.85 and 4.25 seconds a degree of subjectivity exists in 
evaluating the emulsion phase contact. The signal analysis al
gorithm recognizes three distinct emulsion phase contacts. Man
ual estimates of the average emulsion phase contact time for this 
signal could be as much as 12 percent higher than the signal 
analysis algorithm if this portion of the signal was considered as 
a single contact. Despite the complexities of emulsion phase dy
namics, the present signal analysis algorithm effectively char
acterizes the contact dynamics associated with heat transfer. 
These observations were conclusive concerning the gross ability 
of the data analysis scheme to identify bubble and emulsion 
phase contact. Additional quantitative comparisons were made 
with a predictive model of heat transfer rate as a function of 
emulsion phase contact time for each signal. Together these as
sessment measures provided the following conclusions. The min
imum heat transfer coefficient plus 30 percent of the peak-to-
peak difference yielded reasonable results for only 80 percent of 
the instantaneous signals. Other fractional values of the peak-to-
peak difference added to the minimum value yielded reasonable 
results for even fewer signals. On the other hand, the mean heat 
transfer coefficient value less 10 percent of the peak-to-peak 
value was found to be most representative of each signal. The 
sensitivity of the mean contact time to changes in hcrit can be 
illustrated by considering a representative case. For the signal in 
Fig. 4, values of average emulsion phase contact time varied from 
132.2 to 169.7 ms for hQrii ranging from the mean less 5 percent 
to the mean less 15 percent of the peak-to-peak value. 

In summary, a small degree of variation exists in identifying 
the onset of emulsion or bubble phase contact in the heat transfer 
signals. The method developed here yields results that agree in
tuitively and quantitatively with examination of the individual 
signals, and will be shown to represent accurately both magnitude 
and trends in the heat transfer coefficient. Only results for one 
out of 148 signals were found to be unjustifiable, and upon fur
ther evaluation the data from this signal were determined to be 
spurious and excluded from further analyses. 

After selecting hCIiu the task of evaluating the mean emulsion 
phase contact time is conceptually quite simple. However, deter
mining the mean transient and steady-state contact times sepa
rately requires a method by which to distinguish between the two 
types of contact. This can be accomplished by employing the 
first derivative of the signal in the following manner. Figures 
5(a) and 5(b) show the filtered signal and the derivative of the 
filtered signal, respectively. Consider idealized heat transfer sig
nals (Fig. 2). In this case, transient emulsion phase contacts are 
characterized by a negative value of the first time derivative of 
the signal, whereas steady-state conditions are represented by 
alternating positive and negative values. No positive values of 
the time derivative would occur during transient emulsion phase 
contact in the ideal case, since the heat transfer mondtonically 
decays until surface renewal occurs. In examining actual heat 

transfer signals, transient contacts routinely contain increases in 
the heat transfer rate. Thus, an effective data reduction technique 
must be able to distinguish those occunences of a positive slope 
that indicate true particle mixing from small variations during 
transient decay of the heat transfer rate. 

Close investigation of individual transient and steady-state 
contacts and their corresponding derivatives show that a signifi
cant positive slope of the derivative of the signal is indicative of 
the initial onset of emulsion phase contact, and is the case 
whether the period of contact is characterized by stationary or 
mixing conditions. A signal that is truly transient in nature dis
plays either negative or only slightly positive slopes, as seen by 
condition (a) in Fig. 5(b). Individual emulsion phase contacts 
exhibiting steady-state heat transfer characteristics display sev
eral peaks, which have first derivative values significantly larger 
than for transient contacts as is evident from contacts denoted by 
(ft) in Fig. 5(b). 

From the preceding discussion, it is evident that two major 
requirements need to be addressed when identifying criteria for 
emulsion phase characterization. These are the number of occur
rences and the magnitude of the positive slopes, or peaks, in the 
derivative of the signal. After visual comparisons between emul
sion phase conditions and their respective derivatives were made 
for numerous signals, the following criterion for emulsion phase 
classification was developed. In order for an emulsion phase con
dition to be considered steady-state, its corresponding derivative 
signal must yield two or more positive slopes with magnitudes 
greater than or equal to 1200 W/m2-K-s. As a result, all other 
emulsion phase conditions are assumed to be transient. This 
method of characterizing emulsion phase contacts was found to 
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Fig. 5(b) Representative derivative of the heat transfer signal (from Fig. 
5a) illustrating the criterion for evaluating steady-state contact 
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identify mixing and stationary contacts that were verifiable 
through direct comparison with individual signals. These signals 
were representative of the complete range of signals in the data. 
The sensitivity of the classification procedure to the threshold 
value for the derivative was investigated for values ranging from 
600 W/m2-K-s to 1800 W/m2-K-s for each of the locations 
where surface renewal was observed to. occur. Surface renewal 
occurred at 0, 45, and 90 deg locations. The fraction of time 
classified as mixing contact was calculated for each threshold 
value, and averaged for all the signals. The average change in 
mixing fraction for all signals was 11.5 percent for a change in 
the threshold value of 300 W/m2-K-s. Further, this relationship 
was linear over the range investigated with an average slope (in
dicative of the sensitivity) of -1.38 X 10~2 (W/m2-K-s)-' . 
Also, a significantly larger standard deviation of the changes in 
mixing fraction resulted for a threshold of 900 W/m2-K-s, as 
compared to a threshold of 1500 W/m2-K-s. This result implies 
that individual contacts are more sensitive to decreases in thresh
old values below 1200 W/m2-K-s. In summary, examination of 
signals and their derivatives clearly yields a candidate range of 
threshold values. The signal analysis algorithm has thus been 
shown to classify emulsion phase contacts accurately, without 
detrimental sensitivity to selection of the threshold value for the 
derivative. 

Methods have been established for evaluating contact times 
from instantaneous signals and for classifying these contacts as 
steady-state or transient. Two parameters are required in these 
methods: h„,t and a threshold value of the derivative. Values of 
these parameters were established in the present study; however, 
further evaluation of these parameters is needed to confirm the 
general applicability of these values. In addition, average emul
sion phase contact times were used as input to existing models 
and were found to yield predicted values that agree with the mea
sured data to the extent generally expected for fluidized beds. As 
such, it is reasonable to conclude that the wide range of contact 
times observed in this study and by Ozkaynak and Chen (1980) 
may in fact include stationary and mixing particle behavior, and 
yet be characterized with typical accuracy by existing models. 
Further discussion of model comparisons will be made in the 
following section. 

Results and Discussion 
As previously discussed, transient contact times are required 

for determining both the transient emulsion phase fraction,/,, and 
the mean heat transfer coefficient for the emulsion phase contacts 
exhibiting transient decay, h,. Results comparing the mean tran
sient contact time, r , , to the mean steady-state contact time, fs, 

U/Umf 

Fig, 6 Average transient and steady-state contact times as a function of 
f luidization velocity ratio; transient conditions: e dp = 256 fim, A dp = 340 
/tm, • dp = 568/am; steady-state conditions: O d , = 256/*m, A d , = 340 
inm, • dp = 568 /urn 
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Fig. 7 Average transient and emulsion phase contact times as a function 
of f luidization velocity ratio; transient conditions: ® dp = 256 /urn, A dp = 
340 jim, • dp = 568 /*m; emulsion phase: O dp = 256 jtm, Adp = 340 pm, 
D dp = 568 IMI 

are shown in Fig. 6. In Fig. 7, results for the mean transient 
contact time, r , , are compared to the mean emulsion phase con
tact time, Tavg. All contact times reported, including those in Figs. 
6 and 7, are averaged for those angular positions experiencing 
surface renewal. For all three particle distributions, surface re
newal did not occur at 135 and 180 deg from the stagnation point, 
resulting in infinite values of emulsion phase contact time at these 
angular positions. For this reason, only values for those azimuthal 
positions around the axis of the horizontal cylinder where bubble 
phase contact was found to exist, which include 0, 45, and 90 
deg from the stagnation point, are presented and analyzed for 
contact dynamics. All contact time data are appropriately 
weighted average values for 0, 45, and 90 deg. Comprehensive 
uncertainty analyses were performed for values of emulsion, sta
tionary and mixing contact times (Pence, 1992). The average 
uncertainty in these values is approximately 12 percent with a 
standard deviation of 8 percent. The 95 percent uncertainty in
tervals are provided on Figs. 6, 7, and 9. 

Figure 6 shows that the mean contact times for the steady-state 
condition are far greater than those for the transient contacts. 
Figure 7 compares mean transient and emulsion phase contact 
times. The signals represented in these figures typically contained 
more transient emulsion phase contacts than steady state; the per
centage of emulsion phase contacts exhibiting steady-state char
acteristics ranged from 10 to 50 percent with 20 to 30 percent as 
typical. However, because the steady-state contact times were 
very much longer than the transient, steady-state contacts signif
icantly influence the average emulsion phase contact time. As 
previously discussed, the root-square average values of emulsion 
phase contact time are required in packet type models to yield 
appropriate predictions of mean values of heat transfer. Values 
of ravg and rrsa were calculated for the present data; mean emul
sion phase contact times, ?avg, or root-square average emulsion 
resident times, 7"rsa> 3S defined by Eq. (3) (Mickley et al., 1961), 
yield contact times in most instances that are much greater than 
the mean contact times for transient contact. Since significant 
percentages of the heat transfer signals are steady state in nature, 
and that portion of the signals for which the heat transfer decays 
in time has very short contact times, it is not clear that the root-
square average value of contact time provides for more physi
cally meaningful predictions of heat transfer. It is therefore de
sirable to develop a correlation to predict T,. 

A correlation developed by Baskakov (1964), which provides 
a means for predicting emulsion phase contact times for vertical 
cylinders, was employed as the basis for correlating the present 
data. The general form of this correlation is 

B 
dPg 

U2
mf(U/Umf-A)2} 

J \ 0.225 

D 
(5) 
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Fig. 8 Comparison of contact times with correlating equation (A = 0.8) Fig. 10 Locally averaged mixing ratio variations with azimuthal angle for 
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where the values of A, B, and C are determined by performing 
a curve fit using experimental data. From the present experimen
tal data for a horizontal cylinder, the values of the parameter A, 
coefficient B, and exponent C were determined to be 0.8, 0.485, 
and 0.143, respectively. These values were found to be remark
ably similar to those obtained by Baskakov (1964) for a vertical 
cylinder, where the values of A, B, and C were found to be 0.8, 
0.44 and 0.14, respectively. The resulting correlation proves to 
yield representative contact times for the emulsion phase. This 
same correlation was modified for predicting transient and 
steady-state contact times as well. Results of each curve fit along 
with experimental data are shown in Fig. 8. For the average value, 
ravg, the standard error of the fit is 0.18 seconds, with a resulting 
confidence interval of ±0.41 seconds. 

Although potentially quite different, Jhe mean transient and 
steady-state heat transfer coefficients, h, and hs, respectively, 
were found to be within 10 percent of each other for the cases 
investigated. It is the large difference between the transient and 
steady-state contact times that accounts for this condition. Longer 
transient contact times than were observed in the present data 
would yield much lower values of the mean heat transfer coef
ficient. For the present experimental conditions, it would appear 
that dividing the particle phase heat transfer into two compo
nents, as in Eq. (4) , would not be necessary. Still, accurate values 
of transient contact time would yield improved predictions from 
existing models of particle convection heat transfer. If there exist 
cases in which the transientcontact is of the same order of mag
nitude as the steady-state, h, and hs would no longer be of the 
same value and the need for correlations or models for predicting 
their magnitudes, as well as fractional contributions, would be 
necessary. Therefore, further investigation is needed. 

As for the other contributions in Eq. (4), it is evident that a 
correlation for predicting bubble fraction is also necessary for 
predicting the rate of heat transfer between an immersed object 
and a gas-fluidized bed. Baskakov (1964) developed the follow
ing correlation: 

/ , = £ 
dPg 

U2
mf(U/Umf-A) 

(6) 

for vertical cylinders. From the experimental data for a horizontal 
cylinder, the values of A, B, and C were determined to be 0.8, 
0.323, and —0.05, respectively. Baskakov (1964) determined, for 
a vertical cylinder, values of these constants to be 0.8, 0.33, and 
-0.14. Both the correlations for vertical and horizontal cylinders, 
along with experimental data for a horizontal cylinder, are shown 
in Fig. 9. Values of U/U„,f for the data in this figure range from 
1.0 to 3.1. Bubbles do not form at the surface of vertical cylinders 
below minimum fluidization velocity, although local bubble for
mation can occur at velocities below Umf for a horizontal cylin
der. Upon initial consideration, it appears that the form of the 
correlation is appropriate for horizontal as well as vertical cyl
inders, and upon verification with additional data points, could 
prove to be a reliable predictor for bubble fraction for horizontal 
submerged cylinders. Such data could be extended to examine 
local bubble fractions below minimum fluidization for horizontal 
cylinders. 

The extensive nature of the present data allows variations in 
the local contact dynamics to be examined. Figure 10 shows the 
variation with angular position of the mixing ratio for a value of 
UIUmfof approximately 1.5. This ratio is defined as 
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R,„ = 
S r a 

(7) 

Examining the two uniform particle sizes, 256 and 568 /im, 
shows drastically different fractions of the emulsion phase con
tact that are steady-state. The effect of the binary particle size 
distribution (340 /urn) appears to magnify variations with angular 
position, especially at zero degrees (Fig. 10). A complete expla
nation of this behavior must await further understanding of the 
bed hydrodynamics. Figure 11 examines the mixing ratio for the 
maximum value of fluidization velocity tested for each particle 
size. The data presented in this figure and Fig. 10, and additional 
data examined by Pence (1992), seem to imply an increasing or 
constant mixing ratio with fluidization velocity, and less variation 
with angular position. The largest effect of fluidization velocity 
on mixing appears to occur at the stagnation point, zero degrees, 
while little effect of fluidization velocity is seen at the 45 deg 
location. 

Variations in the locally averaged heat transfer coefficients 
with angular position are presented in Fig. 12. Data for each mean 
particle size, 256, 340, and 568 //m, acquired at an approximate 
fluidization ratio of 1.5, are shown. In the region of the cylinder 
experiencing surface renewal for the small, uniformly distributed 
particles and the binary mixture of particles, locally averaged 
steady-state heat transfer coefficients are slightly higher than 
their corresponding locally averaged transient heat transfer co
efficients. This is also the case at 90 deg for the 568 /mi uniform 
particles. However, at an angular position of 45 deg, the heat 
transfer coefficients for transient conditions are higher than those 
for mixing conditions, but the difference is close to the experi
mental uncertainty. 

In addition to providing insight into the fundamental physics 
underlying emulsion phase contact, the present study also pro
vides contact time data, which may be employed in modeling 
efforts. Figliola and Beasley (1993) propose a model for particle 
convection heat transfer that contains parameters that attempt to 
describe local contact variations and mixed particle size effects. 
The model predictions are a function of contact time, and predict 
a transient decay of the heat transfer coefficient similar to pre
vious models based on the packet concept. A comparison be
tween the model predictions and measured values from the pres
ent data is presented in Fig. 13 for 256 /im particles. Although 
the predicted values are reasonable, it is clear that opportunities 
to include more of the underlying physics in models exist. An
gular variations in contact dynamics may not be appropriately 
represented by averaging contact times. 

Conclusions 
A method has been developed for distinguishing, from time 

accurate heat transfer data, transient and steady-state contacts in 
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Fig. 12 Comparison of local time-averaged mixing and transient heat 
transfer coefficients as a function of azimuthal position [U/Um< = 1.5); 
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steady-state conditions: O dp = 256 fim, A dp = 340 (im, Od„ = 568 pm 

I 

500-

400 

300 

200 

100 

0 

" y "1 ' T- • ' — T ' 

\ a 

» o° 

-

•'"'•"'•- v • i ' 

-

1 993) 

0.0 0.1 0.2 0.3 0.4 

T (S) 

0.5 0.6 

Fig. 13 Local time-averaged heat transfer coefficient variations with 
contact time for both particle convection and transient heat transfer (d„ 
= 256 /«m and UIUm, = 2.49); transient conditions: » 0 deg, A 45 deg, M 
90 deg; particle convection: O 0 deg, A 45 deg, • 90 deg 

a bubbling gas-fluidized bed. These two types of emulsion phase 
contact dynamics can be successfully identified employing the 
first derivative of the heat transfer signal, and evaluating the num
ber and magnitude of positive values of the derivative. Criteria 
for assigning a particular emulsion phase contact as steady-state 
were established for the present fluidization conditions. Two or 
more positive values of the first derivative having a magnitude 
greater than 1200 W/m2-K-s were found to identify a steady-
state contact; emulsion phase contacts that did not meet these 
criteria were characterized as transient. 

Transient contacts, which result in transient decay of the local 
heat transfer coefficient, were found to be characterized by sig
nificantly shorter mean contact times than for steady-state con
ditions. This has significant implications for heat transfer models. 
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Thermal and' Mechanical Effects 
in the Spreading of a Liquid 
Film Due to a Change in the 
Apparent Finite Contact Angle 
A new physical model for the spreading dynamics of fluids with an apparent finite 
contact angle on solid substrates is presented. The model is based on the premise that 
both interfacial intermolecular forces and temperature control change-of-phase heat 
transfer and (therefore) motion in the moving contact line region. Classical change-
of-phase kinetics and interfacial concepts like the Kelvin-Clapeyron, Young—Dupre, 
and augmented Young-Laplace equations are used to compare the effects of stress 
(change in apparent dynamic contact angle) and temperature (superheat). Explicit 
equations are obtained for the velocity, heat flux, and superheat in the contact line 
region as a function of the change in the apparent contact angle. Comparisons with 
experimental data demonstrate that the resulting interfacial model of evaporation/con
densation not only describes the "apparently isothermal" contact line movement in 
these systems at 20°C but also describes the substrate superheat at the critical 
heat flux. 

Introduction 
The spreading dynamics of fluids on solid substrates is im

portant in such diverse processes as wetting, coating, soldering, 
lubrication, drying, and thin film change-of-phase heat transfer. 
Therefore, a simple physical model for contact line motion based 
on intermolecular forces would not only be useful in correlating 
heat transfer data but also lead to improvements in the under
standing of the generic wetting process. Herein, we focus on 
interfacial physics and develop a change-of-phase heat transfer 
model for contact line motion where the vapor and liquid meet 
on a solid substrate. As discussed in the initial paper on the model 
by Wayner (1993), the proposed process obviates the infinite 
stress at this junction. Of more importance to heat transfer, both 
thermal and mechanical effects are included. The contact line 
velocity (which is directly related to the heat flux at the contact 
line) and the superheat are obtained as a function of an observ
able change in the dynamic apparent contact angle. A predictive 
equation for the substrate superheat at the critical heat flux is also 
obtained. Comparisons of theoretical predictions with experi
mental data from the literature for significantly different systems 
demonstrate the efficacy of the model. 

The equilibrium vapor pressure of a liquid is a function of the 
temperature and pressure (negative of the stress) field at the liq
uid-vapor interface. This concept has been used to describe the 
change in vapor pressure of curved interfaces relative to that of 
a bulk fluid with a planar interface: For example, the increased 
vapor pressure at the surface of a small drop and the decreased 
vapor pressure associated with a meniscus have been discussed 
extensively in the literature (see, e.g., Wayner et al, 1976; Way
ner, 1991). Swanson and Peterson (1993) and Khrustalev and 
Faghri (1993) have used these concepts to discuss a micro heat 
pipe. Holm and Goplen (1979), Xu and Carey (1990), and Ste-
phan and Busse (1992) used them to analyze evaporation from 
a groove. Herein, we address the model of the contact line region 
presented in Fig. 1, which is composed of a curved film formed 
on a solid substrate. The model represents (initially) a partially 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 1993; 
revision received January 1994. Keywords: Boiling, Condensation, Phase-Change 
Phenomena. Associate Technical Editor: V. K. Dhir. 

wetting fluid-solid system, which has an apparent finite equilib
rium contact angle in the range 0 < 6e < 90 deg. However, in 
the detailed description of the isothermal contact line region 
given by Broeckhoff and deBoer (1968) and Wayner (1982), 
the real contact angle vanishes on the molecular scale at the con
tact line, i.e., 0 -* 0 where 5 -> <50 and K-* K0. Conceptually, this 
can be represented by the curved patches of average thickness 80 

presented in Fig. 1. Therefore, both curvature (K) and thickness 
(<5) can affect the vapor pressure in the contact line region. This 
model of the profile is based on the Kelvin equation, which de
scribes the effect of the pressure (stress) field on the equilibrium 
vapor pressure: In a partially wetting system at equilibrium, the 
vapor pressure increase due to a change in the stress field result
ing from the close proximity of the solid substrate (thickness 
effect) is offset by a vapor pressure decrease due to capillarity 
(curvature effect). In essence, curvature and thickness describe 
the change in the stress field at the liquid-vapor interface relative 
to that at the surface of a pool of bulk liquid. It was used suc
cessfully to predict the effect of a forced change in the apparent 
contact angle on the spreading velocity in an "isothermal" sys
tem (Wayner, 1993). Briefly, a forced change in the apparent 
contact angle, 9e -* 9lh leads to condensation because of a cur
vature change near the contact line and, therefore, contact line 
motion. As a result, the change in apparent contact angle, which 
can be measured at a location away from the contact line, is 
related to the phase-change process near the contact line, which 
cannot be directly measured because of the small size of the 
region. A schematic drawing of this model is presented in Fig. 
2. Although the partially wetting system is emphasized in the 
development, the results also apply to the completely wetting 
case, Qe = 0. 

Herein, the isothermal model is extended to also include the 
effect of a nonisothermal temperature field on contact line dynam
ics case. A previous evaporation/condensation model based on the 
extended Kelvin equation addressed the steady state completely 
wetting case with evaporation (Wayner and Schonberg, 1992). 
We find that using a simple model based on kinetic theory and 
classical interfacial concepts like the Kelvin-Clapeyron, Young-
Dupre, and augmented Young-Laplace equations, the velocity, 
superheat, and heat flux in the contact line region can be related 
to the change in the dynamic apparent contact angle. The effects 
of temperature and pressure can be directly compared. 
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INDETERMINATE INTERFACIAL 
REGION (WHICH COULD BE 
A ROUGH OXIDE WITH AN 
ADSORBED LIQUID FILM 

*y 

Fig. 1 Conceptual view of equilibrium contact line region with 0 = 0, 8 
= So, and K = Ka at the leading edge and 0 -» 0„ as S increases and K • 
0. Additional details are given in Figs. 3 and 4 presented and discussed 
in the next section. 

Theoretical Development 
The thermodynamic equation for the differential change in fu

gacity,//, with the temperature, T,, and the pressure field, P,, in 
the liquid at the liquid-vapor interface is (Wayner et al., 1976; 
Wayner, 1991) 

d i n / , 
dp, , mi 

PIMRTI RTj 
(1) 

in which pm is the molar density, H'ti is the "ideal" molar heat 
of evaporation, and R is the gas constant. For convenience, the 
fugacity,/,, will be approximated subsequently by the equilib
rium vapor pressure of the film, Pv. 

For the pressure field, which is a function of the film profile, 
we assume that the following augmented Young-Laplace equa
tion gives the change in the effective pressure in the liquid rel
ative to the vapor pressure of a bulk liquid: 

P, = Pr - (fl + alvK) (2) 

where Pr is the reference vapor pressure at the liquid-vapor in
terface at the reference temperature when (11 + rr^K) = 0, which 
represents a bulk liquid. P, is the pressure in the liquid at the 
interface, fl is the disjoining pressure, which is a function of the 
film thickness, <r,„ is the liquid-vapor interfacial free energy, and 
K is the curvature of the liquid-vapor interface. Therefore, the 
vapor pressure is a function of both the thickness and temperature 
profiles. 

VAPOR 

LIQUID 

SOLID 

Fig. 2 Forced change in profile for nonequilibrium system represented 
by He -» 0d with increase in curvature causing condensation. The resulting 
phase change, movement, and S0 are not shown. 

Combining Eqs. (1) and (2) and integrating at constant liquid 
molar density between a reference state ( / = P„, Yl = 0, K = 0, 
T„) and a final state (P,„, fl, K and T,„) gives 

p 
PIMRTI„ In —^ = 

-(Yl + ahK) + ^ ( T h r„) (3) 

For the horizontal isothermal equilibrium case presented in Fig. 
1, the equilibrium vapor pressure is constant for the contact line 
region in which the film thickness changes by a small amount. 
Therefore, with P/v = Pv and Tlv = Tv 

Yl + <rhK = 0, Plv = Pv (4) 

It is important to note that, in this equilibrium case, the reference 
vapor pressure is fixed by the closest liquid interface where both 
K and FT vanish. The disjoining pressure, II, decreases rapidly as 
the film thickness increases. At this location, the thicker liquid 
with K = 0 has bulk liquid properties and its normal vapor pres
sure. Equation (4) is the augmented Young-Laplace equation 
for the equilibrium contact line region. It can also be viewed as 
an extended Kelvin equation for the isothermal equilibrium case 
and it fixes the relative value of the reference stress field in the 
liquid at 0. 

Using Eqs. (5) and (6), Eq. (4) is expanded and nondimen-
sionalized to obtain Eq. (7) for the dimensionless curvature, i/>, 
and Eq. (8 ) for the equilibrium case, ifie. 

K 

Yl = 

d25( 

dx2\ 

A 

~ < 5 3 ' 

+ ( 

A 

<d£\ 
\dx ) 

A, 

lys 

) 
- Ah 

6n 
(5) 

Nomenclature 

A = Hamaker constant R 
A = A/(6n) r 
fll = defined by Eq. (14) T 
a2 = defined by Eq. (22) t 
a3 = defined by Eq. (31) U 
b = defined by Eq. (6) x 
c = change in effective curvature, de- y 

fined in Eq. (24) A 
C\ = constant (evaporation coefficient) A T 

/ = fugacity 
H = heat of vaporization S 
K = curvature 77 
k = thermal conductivity 6 

M = molecular weight £ 
M = dimensionless mass flux, defined II 

in Eq. (17) p 
m = interfacial mass flux a 
P = pressure $ 
q = dimensionless slope 

a" = heat flux * 

gas constant 
radius 
temperature 
time 
velocity 
parallel to flow direction 
dimensionless velocity, Eq. (21) 
difference 
dimensionless temperature differ
ence, Eq. (15) 
liquid film thickness 
dimensionless film thickness 
contact angle 
dimensionless position 
disjoining pressure 
fluid density 
surface free energy per unit area 
dimensionless chemical potential 
difference, Eq. (14) 
dimensionless curvature, Eq. (7) 

Subscripts and Superscripts 

dynamic value (evaluated at r\ 
= 3 herein) 
local dynamic value at 77 
equilibrium 
local equilibrium value at r\ 
effective 
ideal 
liquid 
molar 
unit mass 
contact line 
reference 
solid 

dr\ 
e 

er\ 
eff 
id 

I 
M 
m 
o 
r 
s 
v = vapor 
' = derivative 

77 = at thickness 77 
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Fig. 3 Theoretical dimensionless curvature profile for equilibrium case, 
i/»o, obtained using Eq. (8) with b 1 = 2(1 - cos 0J and for the nonequilib-
rium case, i/'. obtained using Eq. (24) with c = 0.05. Symbols do not rep
resent data. 

where S is the film thickness, Ah < An are the Hamaker constants 
for the liquid-solid and liquid-liquid systems, respectively (the 
partial wetting case with a finite apparent contact angle is em
phasized herein). Restrictions on the use of this simple model 
are discussed by Truong and Wayner (1987) for a completely 
wetting case. 

x = 6o£, 6(x) = <50»7(O> 

<P 

b = otJ&llA, 

dr\ 

d~l 

dC 

d6 

dx 

d2^ 

dx2 ' 
d\ 

60dC 

1+ ^ 

(6) 

(7) 

in which the constant, S0, is a characteristic length of molecular 
size that is used as the thickness at the contact line. For simple 
systems, we find that it is equal to a "universal constant" for a 
"cut-off" distance used to calculate surface energies (see, e.g., 
Israelachvili, 1992). 

*c = (Vr (8) 

tye is the dimensionless isothermal equilibrium curvature, which 
is a function of dimensionless film thickness. 

Using the substitution q = drj/d^ in Eq. (8) and the boundary 
conditions r?(0) = 1 for the dimensionless thickness at the contact 
line and q = 77' (0) = Ofora zero slope at the contact line gives 

f qdq pdri 
Jo (l+<?2)' '5 J, V 

(9) 

Equation (9) has been integrated and discussed (Wayner, 1982, 
1993) for constant "b" to obtain Eq. (10) for the cos 9en where 
Qeniv) = arctan 8' is the local angle at 77. 

- — — 
lb + 2brj2 

(10) 

In the limit of "large" 77, the last term on the right-hand side of 
Eq. (10) can be neglected and the Young-Dupre equation is 
obtained: 

<T;„ COS 6e 

where the approximation a,v = 2b(a,v — a,„ + ah) has been used. 
It is important to note that the "transition region," where \l2br]2 

is important, is very small since the characteristic length is of 
molecular size. Although the effect of the assumption of a con
stant value for "b" on the details of the film profile has not been 
completely resolved, the final result agrees with the Young-Du
pre equation and the observable apparent contact angle on the 
macroscopic scale. We find that the apparent contact angle is a 
measure of the stress field due to thickness and curvature in the 
contact line region. Equations (8) and (10) are presented in Figs. 
(3) and (4). The value of the constant, b, can be obtained using 
b~' = 2 ( 1 — cos 6e), which is Eq. (10) for large r\. 

From Eq. (8), the following equation can be obtained for the 
equilibrium curvature at the contact line, Ke0, where S = 60: 

Kea = rjo = J_ 
a,„ b80 

(12) 

Within the context of the extended Kelvin model, Eq. (12) sug
gests that the film of average thickness <50 in the region ahead of 
the contact line can be described as numerous small "curved 
patches" (which could be of molecular size): The reduction in 
vapor pressure due to "curvature" offsets the vapor pressure 
increase due to thickness (disjoining pressure). Since real sur
faces are not perfectly flat at least at the molecular scale, these 
patches (or individual molecules in the limit of very small con
centration) could fit in the "surface depressions." Conceivably, 
the contact line connects a series of depressions. Typical nano-
scale pictures of molecularly smooth surfaces also suggest that, 
in the limit, adsorbed molecules can fit into the "spaces" in the 
surface plane. However, we note that the previous description 
might be only a consistent but extremely useful schematic view. 

Using Eq. (7) and the definition of b = cr,„5o/A, Eq. (3) can 
be rewritten for the nonisothermal case in dimensionless form as 

$ = (for?3)-' - * + AT 

in which 

$ = a, In 
Pv 

PIMRTI„50 

Ob, 

(13) 

(14) 

<X> 

O 

TJ 

0";.v (11) 

Fig. 4 Theoretical variation of cos (arc tan 8') for the equilibrium case, 
(>otl, obtained using Eq. (10) with b 1 = 2(1 - cos 0o) and for the nonequi-
librium case, »,,,,, obtained using Eq. (26) with c - 0.05. Symbols do not 
represent data. 
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and with 

AT = 
H}[, 50pm 

ohTv 
(Tlv - T„) (15) 

Therefore, the dimensionless chemical potential, $, is a function 
of the film shape (thickness and curvature) and temperature dif
ference. For the partially wetting case^ the vapor pressure is in
creased by a decrease in the thickness and an increase in the 
temperature. The thickness effect results from solid molecules, 
which have a lower force of attraction in the partial wetting case, 
replacing liquid molecules. To offset the temperature and thick
ness effects for equilibrium, P„ = P/v, a positive curvature de
creases the vapor pressure. 

Using interfacial kinetic theory in the form of Eq. (16) to relate 
the net mass flux of matter crossing a liquid-vapor interface 
(Schrage, 1953) to the vapor pressure change from equilibrium 
inEq. (14),P,„ — P„,Eq. (17) is obtained for the nonequilibrium 
case: 

m = C, 
M 

2nRTk 
(P,„ ~ Pv) (16) 

where m < 0 is the condensation flux, M is the dimensionless 
mass flux, and M is the molecular weight. 

m (2-nRTh $ = a, l n ( l + M), M = (17) 

The velocity of the liquid-vapor interface due to phase change 
can be obtained from the condensation rate using the following 
procedure. Since the film profile is a function of time and posi
tion, 6(x, t), the interfacial velocity, U, at a particular film thick
ness [d6 = 0) is 

U 
d6\ 

dx), 

(18) 

Using Eqs. (18) and (19) for a condensation process, which is 
perpendicular to the interface, gives Eq. (20): 

d5\ 

dt). • cos 6, 
Pi 

<ii 

\dx 
tan6> dl 

[/ = — (cos 0dT)(cot £»,,,) 
Pi 

(19) 

(20) 

The local horizontal velocity, U, can be a function of film 
thickness (because of 9dT) and m. The local dynamic angle at 77 
is 6dll — arc tan 8''. Two cases will be discussed below: (I) the 
isothermal case with m = const; and (II) the nonisothermal case 
(varying m) with U = const. The comparison demonstrates the 
importance of heat transfer because Case (I) leads to an infinite 
velocity at 5 = 60 whereas Case (II) has a finite velocity at 5 
= <50. In the isothermal Case (I) previously discussed by Wayner 
(1993), the infinite velocity at S = S0 is a result of the isothermal 
assumption which gives m = const where ddn = 0. For the non-
isothermal case, U can be a constant because m is a function of 
both P and T. Therefore, due to a variation in the local temper-

• 0 ature with position, ml sm Qdri can have a finite value as ( 
because rh -* 0. Combining Eqs. (17) and (20) gives the change 
in the dimensionless chemical potential in terms of the velocity: 

$ = a, In (1 + 7 ) , y = 
a2U 

C, cos 6,i„ cot 
(21) 

« 2 = £1 /MZY 
P\ M j 

(22) 

It is useful to rewrite Eq. (13) as Eq. (23) with the dimen
sionless shape (stress field) on the left-hand side: 

* - (V)"1 = Ar - $ (23) 

In order to integrate Eq. (23) easily, we assume that the stress 
field over an extremely short distance at the contact line is a 
parameter with a constant value, c, relative to the reference value 
given by Eq. (4) and Eq. (8): 

* - (brfy (24) 

We will find that this assumption leads to extremely useful results 
because, even though the stress field is a constant, both AT and 
4> can vary as A T = <f> + C. The constant c in Eq. (24) is the 
value of the change in dimensionless curvature at rj relative to 
the equilibrium curvature, which causes a change in the local 
vapor pressure at the liquid-vapor interface. As demonstrated by 
Eq. (8) , the equilibrium curvature at 77, 9e, is equal to (for?3)"'. 
Therefore, we are assuming that condensation dominates and that 
viscous liquid flow can be neglected in this very small region. In 
essence, this is a two-region model: a "Kelvin-Clapeyron" re
gion and a viscous flow region. A schematic of the model is 
presented in Fig. 5. The change-of-phase process in the Kelvin-
Clapeyron region is assumed critical and dominates the process. 

Using the same techniques outlined above [for Eqs. ( 8 ) -
(10)] for integrating Eq. (24) gives Eq. (25) for the local dy
namic angle, Qdr]: 

cos Qdn = 1 
1 1 

2bv' 
+ c ( l -77) (25) 

Subtracting Eq. (25) from Eq. (10) for the same value of 77 gives 

cos 6ell — cos 1 '•in = c ( r j - l ) (26) 

Therefore, the change in contact angle over (77 — 1) is a measure 
of the change in effective dimensionless curvature, c = 9 — 9„. 
Using Eq. (23), we find that 

cos 9en - cos Qir> = (AT - $)(T/- - 1) (27) 

This constant also represents the difference between the super
heat and the change in the chemical potential, c = A T — $. 
Therefore, for a given constant, the local value of the change-of-
phase mass flux is a function of the local superheat. For example, 
for m - 0 ( $ = 0) , A T = c. 

For A T = 0, c > 0 results in condensation (U < 0), and c 
< 0 results in evaporation (U > 0) . If A T > c, evaporation 

TWO REGION MODEL 

dr, I Vdr, 

Fig. 5 Two-region model of contact line motion. Since viscous stresses 
increase rapidly as JJ -> 1, we focus only on the critical Kelvin-Clapeyron 
region, K-C, defined a s 1 < i ; s 3 with j)d - 3. 

Journal of Heat Transfer NOVEMBER 1994, Vol. 116 /941 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10" 

C/D 

E 
s«^ > 

O 
o 1 
LU 
> 

ID"3 

10"4 

10"b 

C8H18/TEFLON 
6e = 26° ^ - " " " 

, CH2l2/NYLON 

/ ee = 4i' 

' H20/GLASS / ' 

9fi = 36° y o y 

— DATA 

MODEL : 

0.1 0.2 

cos ee - cos ed 
Fig. 6 Comparison of the absolute value of the velocity obtained using 
Eq. (28) with experimental data: octane on teflon and methylene-iodide 
on nylon obtained on flat surfaces by Schwartz and Tejada (1972); and 
the capillary rise of water in a dehydroxylated glass capillary obtained by 
Gribanova (1992). 

occurs, and if AT < c, condensation occurs. Using Eq. (26), 
values of the local dynamic angle, 8dn, for c = 0.05 are also 
presented in Fig. (4). Values for the local dynamic curvature, $ , 
obtained using Eq. (24) for c = 0.05 are presented in Fig. 3. 

Equation (27) has many potential uses because it relates the 
observable change in apparent contact angle (which represents 
changes in the stress field) with the change-of-phase process, $, 
and the temperature difference, AT, in the contact line region. 
However, because of some of the simplifying assumptions, the 
equation has to be applied carefully. For example, although we 
would expect the dynamic contact angle to be a function of po
sition and therefore film thickness, the result presented in Eq. 
(27) is partially artificial because of the assumed constant stress 
field change in Eq. (24). This gives a constant curvature where 
n -> 0, K,,6 = Kd, which can be obtained using Eq. (24) and, if 
77 is too large in Eq. (27), the change in 9 is too large. However, 
we would expect that, in at least some real cases, both K and Ft 
would vanish as the thickness increases where the value of the 
stress field decreases. Therefore, we assume a step change to Kd 

= 0 at the unknown position r\d where the contact angle reaches 
the apparent dynamic value 9d. No additional change in slope 
occurs beyond this location in the current application of the 
model. This two-region model is presented in Fig. 5. The junction 
of the Kelvin-Clapeyron region, K-C, discussed herein and the 
viscous region is represented by the dimensionless thickness 77,,. 
In addition, we note that, since viscous effects have not been 
included, these equations only evaluate the effect of phase change 
on contact line movement, thereby making it the controlling re
sistance to movement. Nevertheless, if we restrict the value of 77 
to 77,, and assume that the change A cos 9 occurs over the di
mensionless thickness change (77 — 1) = (77,, — 1), this result is 
found to be extremely useful below. In essence, viscous phenom
ena dominate fluid flow and interfacial velocity in the region 77 
> 77rf and phase-change phenomena dominate interfacial velocity 
in the region 77 < r\d. Since for laminar flow, the pressure gradient 
is inversely proportional to 773, we focus only on the more critical 
region 77 < 77,; where phase change precludes the large stress 

associated -with the no-slip boundary condition in viscous liquid 
flow. Although the value of r\d is small but arbitrary, a value of 
77,/ = 3 works well with experimental data. 

Case I: Comparison of Isothermal Model With Velocity 
Data 

Wayner (1993) compared the following isothermal form of 
Eqs. (21 and 27) with experimental data: 

cos 9e — cos 9d =-ax(\ — 77,;) 

X In I 1 + 
a2U 

Ct cos 9dl] cot 9dr\ 
(28) 

These results are re-presented in Fig. 6 because they evaluate 
the modeling and represent the critical isothermal foundation for 
the subsequent nonisothermal results. Experimentally, the con
tact line velocity is measured as a function of the change in the 
apparent contact angle for systems with known properties ax and 
a2. Although the value of <50 could be difficult to estimate in some 
systems, values are readily available for simple systems like al-
kanes on teflon. The ratio C,/( 1 — 77,,) is an unknown. Since the 
evaporation coefficient, C\, has a maximum ideal value of 2 and 
77,;, the distance over which the dynamic contact angle varies in 
Eq. (25), probably has an estimated value of approximately 3, 
we presume that this ratio has a constant value of approximately 
— 1. This arbitrary choice is based on the assumption that the 
large decrease in resistance to liquid flow in the thicker region 
would not allow significant curvature in the relatively thick re
gion 77 > 3. These values, and the assumption 9dTI = 9d at 77 = 3, 
were used with the following experimental data to evaluate the 
model: low-velocity spreading data for octane on teflon (9e = 26 
deg) and methylene-iodide on nylon (9e = 41 deg) obtained on 
flat surfaces by Schwartz and Tejada (1972); and low-velocity 
data for the capillary rise of water in a cylindrical dehydroxylated 
glass capillary, which was initially equilibrated with water vapor 
for 6 hours (9e = 36 deg) obtained by Gribanova (1992). As 
demonstrated by the large velocity range for the same values of 
A cos 8 = cos 9e — cos 9d, these data represent significantly 
different systems. The values for the important physical proper
ties used in the comparison are given in Table 1. As demonstrated 
by the results in Table 1 and Fig. 6, the important product aia2 

organizes the data. Considering the large number of assumptions 
associated with the development of the model and the calcula
tions, we believe that the results presented in Fig. 6 demonstrate 
the general validity of the model. The hard to find vapor pressure 
for CH2I2 was obtained from Kudchadker et al. (1979). The 
value of 50 = 0.16 nm for octane-teflon was selected based on 
previous results in the literature on interfacial physics (Wayner, 
1982; Israelachvili, 1992). The same value was used for meth
ylene-iodide because of the presumed similarity of adsorption 
on the plastic substrate. The value of <50 = 5 nm for water was 
selected based on the comments concerning experimental data 
on adsorption at 293 K by Gribanova (1992) and by Ershova et 
al. (1975). We note that these additional experimental data for 
the adsorption of water were necessary because a value of S0 

= 0.16 nm gave theoretical results that did not agree with the 
experimental data on velocity. We feel that this result confirms 
the importance of the details of the adsorption isotherm on con-

Table 1 Physical properties for Eqs. (31)-(33) evaluated at 293 K 

System Pv o/v x 103 

N/m2 N/ra 
80 
nm 

a2 
s/m 

ala2 a3 
s/m W/m2 

C8Hi8/Teflon 

CH2l2/Nylon 

H20/Glass 

1,391 

97 

2,327 

21.8 

51 

7 3 

0.16 

0.16 

5 

185 

3,241 

395 

19 

1 15 

3,665 

1.39 x 10^ 

6.95 x 106 
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tact line motion and adds insight. It is also important to note that 
highly polar water is not a "simple" fluid (as demonstrated by 
its adsoiption isotherm) and we would not expect it to behave 
like a "simple" fluid (e.g., an alkane). No additional effort was 
necessary to obtain the correct velocity range in the comparison. 
However, since the values of Ct and r\d are currently unknown 
functions of the spreading velocity, a more accurate tracking of 
the data is not possible with this simple method. Nevertheless, 
important microscopic modeling of the details of phase-change 
phenomena in the contact line region has been obtained. We note 
that the need for a constant rh in the isothermal model is removed 
by c = A T — $ in the next section where numerical estimates 
of nonisothermal effects are addressed. 

We find that the velocity is a function of {ci\a2)"' and that 
Ua[Ci2 is a dimensionless velocity. This agrees qualitatively with 
additional data for water obtained at higher temperature by Gri-
banova (1992). However, the predicted velocity is found to be 
too large. Therefore, it appears that additional resistances to con
densation at the liquid-vapor interface, vapor diffusion, and/or 
viscous flow in the liquid film are present at these higher fluxes. 
This is not surprising because of previously reported difficulties 
in measuring the ideal condensation coefficient at high fluxes and 
with water generally (Maa, 1983). To fit the data, nonconstant 
values of C, and r\,, could be used. On the other hand, these results 
do demonstrate that sufficiently large velocities are theoretically 
justified with the model. The terms in brackets in Eq. (29) below 
give the percent change in vapor pressure: for the "isothermal" 
octane/teflon system, this is 23 percent for A cos 9 = 0.054; and 
0.6 percent for water for A cos 9 = 0.107. Although the heat 
fluxes are large, the temperature differences are found to be small 
in the next section because the conduction path is of the order 
10 ~8 — 10 ~9 m. Therefore, in hindsight, these results based on 
the "isothermal" model would agree with nonisothermal results 
obtained using this complete model because of the small value 
of A T . 

Case II: Comparison of Effects Due to Changes in Cur
vature and Superheat 

The effects due to changes in both interfacial shape (change 
in apparent contact angle) and interfacial superheat (needed for 
the conduction of the heat of condensation-evaporation) on ve
locity and phase change heat transfer can be estimated using Eqs. 
(29) and (30), which were obtained using Eq. (21): 

U •• 

C, cos 9,1,, cot 6, 
',/„ 

a2 

exp — ( A T 
a. 

c)- 1 

q" = Cia3 exp — ( A T — c) 
a, 

in which, 

/ M \°'5 

c = 
cos 9en — cos 9,lrl 

- 1 

(29) 

(30) 

(31) 

Since A T is the dimensionless superheat and c is the dimension
less curvature difference, Eqs. (29) and (30) have many uses. It 
is important to note that for constant c and a constant value of 
the velocity U, AT is a function of 77 because the product cos 9,ln 

cot 9dn varies with 77. Therefore, the heat flux is also a function 
of r\. 

An estimate of the size of the thermal resistance can be ob
tained using the approximate model presented in Fig. 7. First, the 
velocity and equivalent heat flux, q", are estimated using Eqs. 
(29) and (30) for a given value of A cos 9 with A T = 0. Then 
the approximate value for the dimensionless temperature differ
ence, AT.,/„, is determined using Eq. (15) with ( Th - Tv) obtained 
from the following one-dimensional circumferential solution to 
the conduction equation in the liquid and the solid substrate: 

Fig, 7 Schematic of one-dimensional approximation of conduction 

Tsh, q«r 
Ijl K 

k, 
q'l, (32) 

This is based on the premise that, in a pure system, the major 
thermal resistances are in the solid and liquid. We find that, for 
the "isothermal model" results presented previously, the addi
tional temperature difference associated with local conduction is 
very small because the conduction path is very short in the im
mediate vicinity of the contact line. For water on glass with r 
= 1 nm, use of Eq. (32) gives Ts,„ — T„ = 3.51 X 10~9 q"e for a 
heat flux in W/m2. For the octane-teflon system, Tsh — T„ 
= 1.37 X 10~8gj;.For example, using Eq. (30)for octane-teflon 
with A cos 9 = 0.1, 77 = 3, C, = 2, a3 = 1-39 X 106 W/m2, a, 
= 0.103, and A T = 0, gives q" = -1.07 X 106 w/m2. Using 
Eq. (15) with Tslv -Tv= 1.37 X lO"8 q"„, gives Tslv -Tv= 1.47 
X 10~2 K and AT.V,„ = 9.45 X 10~5. Therefore, thermal (super
heat) and mechanical (curvature change) effects can be com
pared using ATV,„ = 9.45 X 10"5 versus A cos 9/(r) - 1) = 0.05 
in Eq. (30). These results demonstrate how a forced increase in 
the apparent contact angle causes condensation in the region 77 
< 3, which results in a temperature increase at the solid-vapor 
interface, Ts,„ - T„. Although the heat flux is of the order 106 W/ 
m2, we find that the additional temperature increase in the contact 
line region due to condensation is relatively small, approximately 
7 * - T„ = 1.47 X 10 "2 K. Therefore, the dimensionless tem
perature difference is relatively small compared to the dimen
sionless stress and the isothermal approximation for the velocity, 
Eq. (28), is accurate under ideal conditions for the velocities 
discussed above. In the next section, we look at the case where 
the thermal and stress effects are equal. 

Discussion of U = 0 (Superheat at CHF) 
Using Eq. (29) for a stationary contact line, U = 0, with Eq. 

(15) and H"' = H gives 

Ti„ — T„ — 
a,„Tvc 

(33) 
Hivmpiba 

Defining an average change in effective curvature as 

AKeff = f (34) 

in Eq. (33) gives the following familiar looking equation: 

n- Tv = ^AKBf (35) 

It differs from the classical equation for superheat in nucleate 
boiling since the liquid density appears instead of the vapor den
sity: It is based on the Kelvin-Clapeyron equation instead of just 
the Clapeyron equation. This results from the use of a flat inter
face for the reference vapor pressure, which is also the constant 
vapor pressure in the vapor space for U = 0 (we note that AÂ eff 
at the contact line is extremely large compared to the average 
value in the vapor bubble). In Eq. (35), the increase in vapor 
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pressure due to superheat is equal and opposite in sign to the 
decrease in vapor pressure due to interfacial forces resulting from 
the shape change. This can be related to the superheat at the 
critical heat flux, CHF, if we assume that CHF is caused by the 
inability of liquid to move across the substrate and rewet the 
surface, (7 = 0. Recently Unal et al. (1992) presented a discus
sion of the critical heat flux and quenching. They estimated that 
the critical liquid-solid contact temperature for water at the CHF 
was in the range 157-180°C. However, they also demonstrated 
that the surface temperature is nonuniform and estimated that the 
numerical value of the superheat at the junction of the dry patch 
and microlayer to be in the range 138-144°C. 

Using Eq. (33) with the approximations (cos 8en - cos #,/,) 
= 1, <50 = 1.6 X 10 ~10 m, and 77 = 3 results in the predictions 
presented in Table 2 for the superheat at the critical heat flux 
(CHF). These results are found to be good estimates of experi
mental values in the literature, which are also presented and refer
enced in Table 2. Since there are (possibly) large additional ef
fects due to cleanliness, roughness, and substrate preparation and 
shape, we feel that these initial comparisons also demonstrate the 
efficacy of this initial form of the proposed model. In addition, 
this description of superheat at CHF represents a consistent ex
tension of past phenomenological ideas in interfacial physics. 
The values of a,v, Hhm and p, in Eq. (33) were evaluated at Ts. 
The values of SQ and 77 were chosen to be consistent with the 
values used and discussed in the calculations presented above. 
The values 0d = 90 deg and 0e = 0 were selected because a 
cylinder appears to approximate vapor columns near the CHF 
and, as discussed next, 8e = 0. 

Since fluids with low surface tensions spread readily on oxide 
surfaces, we would expect that the fluids (except water) pre
sented in Table 2 would have an "equilibrium contact angle," 
0e = 0 as a reference for the superheats discussed in Table 2. 
Even though 0e = 0, the equations derived for 9e > 0 would 
apply to this case as presented. Water is potentially a more com
plicated situation. However, at the CHF, on a clean oxide surface, 
we would expect the value of the "equilibrium contact aingle" 
to have a reference value sufficiently close to 9e = 0 so that the 
same approximate value of A^eff is useful. 

The exact solid-liquid temperature field could be obtained by 
a two-dimensional solution of the conduction problem, which is 
beyond the scope of this paper. Recently, Stephan and Busse 
(1992) used an initial simpler model presented by Wayner et al. 
(1976) and Holm and Goplen (1979) for a completely wetting 
system to add important two-dimensional details to the descrip
tion of evaporation from a microgroove. Using this procedure, a 
further iteration on the solution presented herein could be ob
tained. This would also lead to a preliminary estimation of the 
effect of large temperature gradients on more complex flow fields 
like Marangoni flow. However, in summary, we feel that these 
additional concerns would not affect the basic conclusion: a 
model has been developed that directly relates contact line mo
tion and heat flux to both changes in the stress field (due to a 
change in the apparent dynamic contact angle) and temperature 
(due to superheat). 

Conclusions 
1 A Kelvin-Clapeyron, change-of-phase, heat transfer 

model can be used to model contact line motion. 
2 The spreading velocity of a fluid with an apparent finite 

contact angle is a function of both the temperature and the 
intermolecular stress fields in the contact line region. 

3 The change in the apparent contact angle is a measure of 
the change in the intermolecular stress field. 

4 The change-of-phase heat flux in the contact line region is 
a function of both the change in the apparent contact angle, 
which is a measure of the change in the intermolecular 
stress field, and the temperature field. 

Table 2 Comparison of theoretical superheat at CHF obtained using Eq. 
(33) with experimental data at approximately 1 atm from various refer
ences 

Reference Experimental . Eq. (33) 

K° K° 

HVcopper 2 3.4 
Drayer and Timmerhaus (1962) 

N2/copper tube 
Flynn. Draper and Roos (1962) 

N2/copper flat (quenching) 
Peyayopanakul and Westwater (1978) 

H20/aiuminum flat 
CH30H/aluminum flat (quenching) 
Dhuga and Winterton (1986) 

thO/copper flat. P = 9x[04 N/m2 

CH3OH/copper flat, P = 9X104 N/m2 

Wu, Ma, and Li (1982) 

H20/copper 
Gaertner (1965) 

C5Hi2/copper, lap E finish 
C5H[2/copper, mirror finish 
Berenson (1962) 

Fll3/nickle flat (horizontal) 
Auracher (1992) 

10 

7 

28 
30 

30 
27 

44 

44 
85 

47 

10 

10 

28 
23 

28 
23 

28 

52 
52 

45 

Fll3/copper flat (vertical) 3 5 4 5 
Liaw and Dhir (1986) 

5 A Kelvin-Clapeyran, change-of-phase heat transfer model 
can be used to obtain an estimate of the substrate superheat 
at CHF. 
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Transient Heat and Moisture 
Transfer in Thin Silica Gel Beds 
A numerical model has been developed to simulate the transport of heat and moisture 
in thin beds of microporous silica gel, assuming surface and pore volume diffusion of 
moisture and conduction of heat as the dominant intraparticle transport mechanisms 
in the desiccant. Predictions from the model have been compared with the results of 
single-blow tests for packed beds of silica gel from the literature and for a matrix of 
silica gel-coated parallel passages from this study. The model has been used to explore 
the significance of intraparticle diffusion resistance to heat and moisture transport in 
packed beds and parallel passage matrices of silica gel for different desiccant sizes and 
air velocities. 

1 Introduction 
A silica gel regenerative dehumidifier is a key component of 

Open-Cycle Desiccant Cooling Systems using solar and/or waste 
heat. Pressure drop constraints require the use of thin-bed de-
humidifiers (<0.15 m thick) whose operation is transient and 
therefore cannot be designed using quasi-steady breakthrough 
methods. Research aimed at developing high-efficiency dehu-
midifiers also requires an understanding of the effects of heat and 
mass diffusion within the desiccant particles. 

Current numerical models for the regenerative dehumidifier 
such as those of Maclaine-cross (1974), Holmberg (1979), and 
Mathiprakasam and Lavan (1980) either neglect intraparticle dif
fusion resistances or approximate them by using an overall con-
vective transfer coefficient. There is, however, no reliable method 
of estimating an overall transfer coefficient that adequately mod
els the complex intraparticle diffusion processes in microporous 
silica gel. The mechanism of surface diffusion plays a significant 
part in the transport of adsorbate within microporous silica gel. 
Pesaran's (1983) study of intraparticle transport of moisture in 
silica gel took into account both surface and pore volume diffu
sion but assumed uniform temperatures in the desiccant at any 
time. Large radial variations in water content were obtained 
across the desiccant particle and volume-averaged water contents 
were therefore employed in evaluating the heat of adsorption for 
energy conservation in the desiccant. In systems where the heat 
of adsorption is strongly dependent on the water content, this 
treatment can lead to significant errors. 

The basic objective of this study is to develop and validate a 
numerical model to simulate the dynamic performance of thin 
packed beds and parallel passage matrices of silica gel for the gen
eral case where the desiccant temperature (Tr(r, t)) and water con
tent (W(r, t)) vary both spatially and with time. The packed bed 
model is validated by comparing its predictions with the single-blow 
experimental results of Pesaran (1983), while the results of similar 
tests carried out in this study on the parallel passage matrix are 
compared with the equivalent model predictions. Using the validated 
models for various air flow rates, the study then seeks to establish 
desiccant particle size limits above which the resistance to moisture 
diffusion and heat conduction is significant. 

2 Model 

2.1 Assumptions. The following assumptions were made 
in formulating mathematical descriptions of the physical pro
cesses taking place in the bed or matrix: 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 1993; 
revision received January 1994. Keywords: Mass Transfer, Packed and Fluidized 
Beds, Transient and Unsteady Heat Transfer. Associate Technical Editor: R. Vis-
kanta. 

(i) The bulk air stream contains only one adsorbable com
ponent, water vapor. 

(ii) The time-variant bulk air state (temperature and hu
midity ratio) is uniform at any axial cross section of 
the bed. 

(Hi) Axial conduction and diffusion in the air stream are 
negligible compared to the bulk flow of heat and mass. 

(iv) Direct particle-to-particle transfer of heat and mass is 
negligible compared to convective transfer, 

(v) The desiccant particles are porous spheres of uniform 
diameter dp with radially symmetric distributions of 
temperature, water content, and humidity ratio. 

(vi) The adsorption process in the desiccant is adiabatic, 
reversible, and infinitely fast in comparison with the 
diffusion processes. 

(vii) The mechanisms of pore volume diffusion and surface 
diffusion are not coupled. 

(viii) The pressure drop across the bed is small compared 
with ambient pressure. 

2.2 Packed Bed Equations. The transport of moisture from 
the bulk air stream into the particle takes place in four stages. A 
sectional view of a porous silica gel particle is illustrated with its 
network of pores and the steps involved in the transport of mois
ture into the interior of the particle in Fig. 1 (a). In the first step, 
water vapor is transferred by convection from the bulk stream at 
humidity ratio w to the surface of the particle where the humidity 
ratio is w„. Unadsorbed water vapor is transferred in the pore 
volume by Knudsen diffusion into the interior of the particle, a 
process that is in series with the first step. Diffusion by Knudsen's 
molecular flow dominates in the pore volume since the mean free 
path of water molecules (~100 nm at atmospheric pressure) is 
considerably greater than the mean pore diameter of microporous 
silica gels (generally <S 10 nm). The water vapor is adsorbed on 
the surface of the pore walls in the third step with very fast and 
reversible kinetics. Finally, surface diffusion of the adsorbed wa
ter along the pore walls takes place in parallel with pore volume 
diffusion. 

The total diffusive mass flux Nr at a radial location r in the 
desiccant particle can thus be written as 

Nr -DpeP 
dwr 

dr 
Dsepd 

dW 

dr 
(1) 

Note that adsorption can occur on the external surface of the 
desiccant and the adsorbed layer is subsequently transported by 
surface diffusion into the interior of the particle. For an element 
of thickness dr in which convective or bulk flow in the desiccant 
pore volume is assumed to be negligible, mass conservation re
quires that 
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8wr 8W 
e"p^i + pd^i 

pDpe 8 I 2 8wr\ p,,Dse 8 

8r 8r 8r 

,8W 

8r 
(2) 

The corresponding energy conservation.equation is 

„ dW 8Tr 82Tr 2k„ 8Tr 

8t dt 8r2 8r 
(3) 

Equations (2) and (3) are subject to the boundary conditions 

dTr f 0 at r = 0 

dr \hc(T-Trs) at r = r„ 
k<i 

„ 8wr 8W 
DpeP — + Dsep,, —— --

and the initial conditions 

[Tr,W,wr](r)(t 

0 

h,„p(w 

at r 

wn) at r • 

(4) 

(5) 

0) = [7-H,, W0, w,0] (6) 

If the resistances to heat conduction and adsorbate diffusion in 
the desiccant particles are neglected, the mass and energy con
servation equations result in 

dW u < Pd^r~ = ph,„as(w 
dt 

wrs) 

PdCd 
87]. 

dt 
ba,(T-T„) + pdH,-

8W_ 

dt 

(7) 

(8) 

Equations (7 ) and (8 ) are of the same form as the " lumped 
capacitance' ' models in the literature, which modify the transport 
coefficients hc and h,„ to account for the resistances in the des
iccant. In this study, air-side coefficients are used in these equa
tions in order to assess the significance of the intraparticle resis
tances. 

For an element dz of the bed at axial distance z from the en
trance, mass and energy conservation in the fluid stream leads to 

dT 

dz '' 

dw 

~dz~ 

a„hc 

€lvilnl 

ebv 
{w - wrs) (9) 

ebpvcp thvc„ 

with an inlet fluid state of (T,, w>) at z = 0. 

( w - w „ ) ( r - r „ ) (10) 

2.3 Parallel Passage Matrix Equations. The geometry of 
the parallel passage matrix used in the experimental program is 
shown in Fig. 1 ( b ) . A typical passage in such a matrix is ap
proximated as shown in Fig. 1 ( c ) , where the desiccant coating 
is treated as a slab of thickness equal to the mean desiccant par
ticle diameter. The mass and energy conservation equations in 
the desiccant for this case reduce to 

8wr 8W 
W-to±P'~to 

82wr 82W 
PDpe ~^J + P"D«- Qr2 

d2Tr dW 81' . 
-Hspl,— + p„c,~ = k„-dr2 

( I D 

(12) 

For this geometry, the distance r is taken from the carrier/des-
iccant interface and the boundary conditions, which are the same 
as for the packed bed (Eqs. (4) and (5)), apply at the carrier/ 
desiccant (r = 0) and air/desiccant (r = dp) interfaces. The 
initial condition in Eq. (6) is used here as well. 

When the resistances to heat conduction and moisture diffu
sion in the desiccant are neglected, the mass and energy conser
vation equations are the same as given in Eqs. (7) and (8). The 
fluid stream conservation equations are also the same as derived 
for the packed bed (Eqs. (9) and (10)). The external surface 
area per unit volume with this approximation (a, — \ldp) is 
within 5 percent of the values derived from adsorption experi
ments (Van den Bulck, 1987). 

2.4 Simplification and Numerical Solution of Equa
tions. Assumption (vi ) implies adsorption equilibrium exists in 
the pores and thus Tr, W, and wr are related by the sorption 
equilibrium relation for silica gel. Equations (2 ) and (11) can 
therefore be written in terms of Tr and W and on substituting the 
independent dimensionless variables 9 = t/T and x = rlrp{= rl 
dp for parallel passage matr ix) , the two sets of conservation 
equations (Eqs. ( 2 ) , ( 3 ) and ( 1 1 ) , ( 12 ) ) in the desiccant become 

8W 
1 89 4 

^ dT'-
89 

rtf3 8 ( 2dw\ 
VdleV^x-) (Packedbed> 
^,82W 

„ , (parallel pass 
.. 4 8x 

(13) 

Nomenclature 

as = surface area per unit volume of 
desiccant particle, m - 1 

av = external transfer area of desiccant 
per unit volume of packed bed or 
matrix, m" 1 

Bi = Biot number = hcrplkd 

c,i = specific heat capacity of desic
cant, J/kg-K 

c„„ = specific heat capacity of matrix i 
= 1, 2, 3; J/kg-K 

cp = specific heat capacity of moist 
air, J/kg-K (cpa: dry air; cp0: water 
vapor) 

Dpe = effective pore volume diffusion 
coefficient, m2/s 

D„ = effective surface diffusion coeffi
cient, m2/s 

D„ = molecular diffusion coefficient of 
water in air, m2/s 

^ = 

H, = 
H„ = 

h,„ = 

kd 

L 
M 

mean desiccant particle diameter, 
m 
heat of adsorption, J/kg 
enthalpy of vaporisation of water, 
J/kg 
convective heat transfer coeffi
cient, W/m2-K 
convective mass transfer coeffi
cient, m/s 
thermal conductivity of moist air, 
W/m-K 
thermal conductivity of desiccant, 
W/m-K 
length of packed bed or matrix, m 
molecular weight of water, 
kg/kmol 
mass flow rate of air in packed 
bed or matrix, g/s 

ms = mass of silica gel in packed bed 
or matrix, kg 

mw = defined by Eq. (22), g/kg-m-s~' 
/Vr = mass flux at radial distance r in 

the desiccant, kg/m2-s 
Nu = Nusselt number = hcdp/k 

R = gas constant, J/kmol-K 
r = radial distance in desiccant or dis

tance from carrier in matrix, m 
re = mean pore radius in desiccant, m 
rp = mean desiccant particle radius, m 

Sh = Sherwood number = hmdpID„ 
ssr = intraparticle modeling indicator 

T = air temperature at z, °C 
TK = absolute air temperature in desic

cant pore, K 
Tr = desiccant temperature at radius r, 

°C 
t = time, s 
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dW 

~dJ + 

'38, d / 2dTr\ 
x2 dx \ dx J 

333 d
2Tr 

. 4 dx2 

(packed bed) 

(parallel passage matrix) 

with the initial conditions 

[Tr,W](x)(0 = O) = [TlO,Wo] 

The boundary condition Eqs. (4) and (5) are reduced to 

dTr f 0 at x = 0 

dx [Bi(T- Trs) at J = 1 

gw (0 at x = 0 

7, Bi (7 - r „ ) + y2(w - wrs) at jr = 1 dx 

Equations (7) and (8), written in terms of 0, become 

Wrs) 
dW a, 

d6 
= Pz(T - Trs) + /33(w - w„) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

The fluid stream conservation Eqs. (9) and (10), with y = zIL, 
take the forms 

dw 
—- = -K,„(w 
dy 

Wrs) (20) 

| ^ = (-K„ + KmX(w - w„MT - T„.) (21) 
dy 

In the numerical solution of the equations above, a predictor-
corrector variant of the Crank-Nicolson finite difference scheme 
(Douglas and Jones, 1963) was used to discretize Eqs. (13) and 
(14). Equations (18) and (19) were discretized using first-order 
finite differences while the fluid stream Eqs. (20) and (21) were 
solved with a fourth-order Runge-Kutta scheme. In order to han
dle adequately the extremely steep initial temperature gradients, 
which require very small time steps, a nonuniform time grid was 
adopted following Holmberg (1979). The iterative solution tech
nique, detailed by Kafui (1989), uses as a convergence criterion 

the condition that the results of consecutive iterations are within 
0.01 percent of each other. 

2.5 Properties. The thermophysical and sorption proper
ties used in the models for regular density and microbead silica 
gel are summarized in Table 1. The heat of adsorption correlation 
for the microbead was obtained using the Clausius-Clapeyron 
equation and the Dubinin-Polanyi theory. The expression for the 
pore volume diffusion coefficient Dpe is based on Knudsen dif
fusion (Villet and Wilhem, 1961) while that for the surface dif
fusion coefficient Dpe is from Sladek et al. (1974). For both types 
of silica gel, a specific heat capacity (cd) of 921.12 J/kg-K, a 
mean pore radius (re) of 1.1 nm, and a pore tortuosity factor (rp) 
of 3.35 were used. Correlations for hc from Wakao et al. (1979) 
and h,„ from Wakao and Funazkri (1978) were employed for the 
packed bed simulations. Using established parameters for fully 
developed laminar flow in an infinitely long parallel passage and 
pressure drops measured for the test matrices used here, the av
erage Nusselt number Nu was found to be 8.141 and 8.294 for 
matrix A and B, respectively. Van den Bulck (1987) used the 
experimental outlet air state response as input to solve for Nu 
and Sh in a parallel passage and found values within 5 percent 
of the constant heat flux value of 8.235. The maximum deviations 
occurred in the entrance region where flow development and en
trance effects are most severe. Thus for the parallel passage ma
trix, constant Nu and Sh values of 8.235 can justifiably be used 
to obtain the heat and mass transfer coefficients. 

3 Experimental Method 
Single-blow adsorption and desorption tests were carried out 

on the parallel passage matrices shown in Fig. 1(b) to provide 
data for comparison with the numerical models described earlier. 
The test matrices were obtained by winding 52-//m-thick double-
sided adhesive polyester tape on an aluminum frame. The tape 
was then coated with 100 pm diameter microbead silica gel (Fuji-
Davison grade 3A) by filling the passages with the desiccant. 
The results reported here are for two matrices with passage 
widths of 0.9 mm (A) and 2.0 mm (B ) . 

The single-blow test rig, shown schematically in Fig. 2, con
sists of an air state generation section, a mixing loop, the test 
section, and the outlet section. The process air temperature and 
humidity were controlled with single-acting temperature and hu
midity controllers to within 0.1°C and ±2 percent, respectively, 
of the set values. The maximum estimated uncertainty in the hu
midity ratio measurements is less than 4 percent and that for the 
dry bulb temperature is less than 0.2°C. Error estimates for air 

Nomenclature (cont.) 

v — superficial air velocity in packed </>r = 
bed or matrix, m/s . _ 

W = water content of desiccant, kg of ' ~~ 
water/kg of dry desiccant 

xv = air humidity ratio in bulk stream, j / 2 = 
kg of vapor/kg of air 

wr = equilibrium air humidity ratio at 
Tr, W, kg of vapor/kg of air - ^ = 

x = r/rp or r/dp 

y = dL g§i = 

z = axial distance in packed bed or 
matrix measured from inlet, m 

eb = porosity of packed bed or matrix >̂2 = 
ep = porosity of desiccant 
9 = tlT0 ^ _ 
p = density of moist air, kg/m3 

pd = density of desiccant, kg/m3 

T 0 = duration of single-blow test, s Kh = 
rp = pore tortuosity factor 

relative humidity 
P (Pd , dwr DpepdH., 

— h €„ 
T0\P " dw k„ 
epp / Dpepdc,\ dwr 

To \ l epkd ) dTr 

1 / dwr\ 
?p(DsePl, + Dpep—j 

P,iHs 

To 

PdCd 

To 

kd 

r2 

La„hc 

dwr\ 

dTr) 

K,„ — 

/?, = 

Pi = 

P3 = 

7i = 

72 = 

X = 

•*-^"U 'till 

e,,v 

Tgphmas 

Pd 
T0hL.as 

PdCd 
T0H,ph,„as 

PdCd 
Dpep dwr 

^ 3 dTr 

ph„, 

rpJ#, 

t,,pvcp 
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, pores 

surface air 
film at Trs,w, 

bulk air 
stream at T 

Aluminum spokes 
and spacers ' 

(a) 

.1 

dwr 2 Pore volume diffusion : D,,.p—— 
or 

3 Adsorption : fast, reversible kinetics 
dW 

4 Surface diffusion : £),ep,/-r— 
or 

Polyester film 
with adhesive 

air flow 
passages 

central 
hub 

desiccant-coated 
52/zm polyester 
film 

Dimension Matrix A Matrix B 
a (mm) 309.2 304.0 
L (mm) 101.6 101.6 

Desiccant 
coating 

Fig. 1 Intraparticle mass transport, test matrix, and flow passage discretization 

flow rate and pressure drop are within ±2 and ±4 percent, re
spectively. 

In the tests, process air was prepared to the temperature and 
humidity controller settings during which stage the flow diverting 
valve was used to isolate the test chamber. The initial matrix state 
preparation was done in a forced convection oven maintained at 
a temperature close to the process air temperature in the test rig. 
The introduction of the matrix into the test chamber followed by 
the direction of the process air into the matrix marked the step 
change in inlet conditions and the commencement of each test. 
Inlet and outlet air temperatures and humidity ratios were re
corded as a function of time. 

Table 1 Thermophysical and sorption properties of silica gel 

Property Regular Density Microbead Grade 3A 

Silica Get Silica Gel 

Particle porosity ep 

Bulk density Pd 

0.453 

1200 

0.301 

1156.7 

Adsorption Equilibrium Relation 

C (>'=0..4) 

4>, = c„ + c, W + c2W
2 + c3W

3 + ctW* 

0.0078, -0.05759, 24.166, 0.0, 0.534, 18.302, 

-124.78, 204.226 -82.877, 116.295 

Heat of Adsorption Hs 

W < 0.05 

W > 0.05 

a - bW #„(1 + 0.3097e-8so6!"') 

a=3500,6=-12400 

a=2950,f>=-1400 

Pore volume diffusion coefficient Dpe 

Surface diffusion coefficient D3e 

'Thermal conductivity kd 

3 r / e 

8RTK 
I 

1.6 X lO^e"*0'0009742"'/7*'1 

0.37+ 0.97W +0.00147; 

4 Results and Discussion 
Table 2 shows the conditions for two packed bed tests (1 A, 

25D) and two parallel passage matrix tests (P1A, P3B) to which 
the model predictions are compared in this section. In test 1A, 
the desiccant size dp and bed length L were 3.88 mm and 0.0775 
m and for test 25D, these were 5.20 mm and 0.050 m, respec
tively. In the simulations, ssr = 1 models diffusion and conduc
tion resistances in the desiccant and uses Eqs. (13), (14), (20), 
(21) while ssr = 0 neglects these resistances and uses Eqs. 
(18 ) - (21 ) . 

Process air 

Heater 

Water 
supply 

/ 
Steam 

' generator 

n 

Mixing^ 
loop 

Orifice 
pressure ^ 

taps 

Temperature 
& humidity / 

control 

Mixing 
chamber 

. Air state 
f~ generation 

loop 

Fan 

V 

I 

/ 

Orifice 
plate 

Flow 
"^"diversion 
Inlet air 
thernocouples 

Test chamber 
Outlet air 

/thermocouples 

Outlet air 

* (Bjurstroem et al. (1984)) 

Ambient air 
inlet 

Fig. 2 Schematic diagram of single-blow test rig 
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Table 2 Single-blow test conditions 

Test Initial Matrix State Inlet Air State Air velocity Duration 

T„ W„ T{ to,- i) r„ 

1A 23.30 0.0417 23.30 0.01010 0:21 1800 

25D 25.44 0.2600 2S.44 0.00070 0.67 1200 

P1A 35.32 0.07486 35.62 0.01603 1.304 631 

P3B 38.02 0.13505 35.83 0.01899 1.443 421 

4.1 Packed Bed Tests. The general trend in the predicted 
outlet air state is consistent with the measured values for both 
the packed bed and parallel passage matrix tests (Figs. 3a, b, 5, 
6). For the adsorption tests, there is an initially sharp rise in both 
temperature and humidity ratio, the temperature curve reaching 
a maximum generally within 0 .2T 0 and then decreasing subse
quently at a more gradual rate depending on the air flow rate. 
The initially high slope of the w — 6 curve falls sharply just prior 
to the temperature peak, although the humidity ratio continues to 
rise slowly. The temperature rise in the outlet air results from the 
initially high rate of moisture extraction, which is accompanied 
by a high rate of heat of adsorption release into the air stream 
and the consequent heating up of the bed. As the adsorptive ca
pacity of the desiccant bed falls, the rate of release of heat of 
adsorption falls leading to the peak in the temperature response 
curve. In the desorption tests, the trend is the inverse of what 
happens in the adsorption tests. 

The outlet air state at or near 8 = 0 is strongly influenced by 
the state of the air in the bed at the start of the test and, as Fig. 
3(a) for 8 < 0.08 suggests, the duration of this state may be 
prolonged by a low air velocity and a thicker desiccant bed. Be
yond this region, the initially high adsorption on the external 
desiccant surface appears to control the adsorption response 
curves leading to the temperature peak. A region in the bed where 

6 

0.012 

2 0.008 

Experiment 

• Pesaran Model (1983) 

• This Study (ssr=l) 

- This Study (ssr=0) 

Pore Diffusion only (ssr=l) 

Inlet Air Humidity Ratio 

I 0.004 

0.000 
0.0 0.2 0.4 0.6 

Time 0 

Fig. 3(a) Model predictions compared with experiment (Test 1A) 

0.008 

0.000 

Experiment 

Pesaran Model (19S3) 

This Study (ssr=l) 

TViii Study (ssr=0) 

Inlet Air Humidity Ratio 

0.0 0.2 0.4 0.6 0.8 1.0 

Time 0 

Fig. 3(b) Model predictions compared with experiment (Test 25D) 

the water content of the outermost parts of the desiccant is rela
tively high thus develops. This region expands from the inlet of 
the bed with time and its arrival at the bed outlet precipitates the 
sharp change in the slopes of the response curves. Figure 4, which 
illustrates the variation in these slopes (dTldS, dwldd) over the 
test duration for test 1A using ssr = 1, shows a drop in the w -
8 response slope from 0.04 to 0.005 between 8 = 0.10 and 8 = 
0.15. After the region of rapid change, a combination of intra-
particle diffusion of adsorbed moisture and convection transfer 
at the desiccant surface controls the response curves. As Fig. 4 
shows for 0 > 0.2, the slopes of the curves remain fairly constant 
in this region. 

The good agreement between all three models in Figs. 3(a) 
and 3(b) prior to the sharp changes in the response curve slopes 
confirms that the controlling influence in this region is adsorption 

0.8 l.o 0.4 0.6 

Time 0 

Fig. 4 Variation of response curve slope (Test 1A, ssr = 1) 
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on the external surface of the desiccant and not intraparticle dif
fusion. Beyond this region, the ssr = 0 simulation consistently 
overpredicts the amount of moisture extracted from (or added to) 
the air stream and consequently the air temperature. The model 
predictions, which account for intraparticle diffusion (ssr = 1 
and Pesaran, 1983) agree better with the experimental results 
than the ssr = 0 model outside the rapid change zone, indicating 
the controlling influence of intraparticle diffusion here. In gen
eral, the ssr = 1 and Pesaran models were found to give com
parable agreement with experiment for desiccant particle size dp 

=s 3.88 mm. For tests with dp = 5.20 mm, the ssr = 1 model 
predictions were found to agree better with the experimental re
sults. Convergence was achieved in fewer iterations with the ssr 
= 1 model than for the Pesaran model in all the simulations. The 
improved predictions given by the ssr = 1 model over the Pe
saran model, especially for the larger desiccant particle size, is 
quite clearly attributable to the way the energy conservation 
equations are formulated in the two models. 

An additional response curve is shown in Fig. 3(a) , which 
illustrates the effect of neglecting surface diffusion. When pore 
diffusion is neglected, the effect on the ssr = 1 response curve 
is negligible. Similar results were obtained for simulations with 
dp = 5.20 mm. Thus for microporous regular density silica gel 
of diameter dp between 3.88 mm and 5.20 mm, surface diffusion 
is the dominant intraparticle moisture transport mechanism and 
pore volume diffusion may be neglected. 

4.2 Parallel Passage Matrix Tests. In Figs. 5 and 6, pre
dicted adsorption test response curves for matrices B and A, re
spectively, are compared with experimental results. Little or no 
difference was observed between the predicted curves for ssr = 
0 and ssr = 1 as shown in Fig. 5, as well as for Fig. 6 in which 
only the ssr = 1 predictions are shown. This indicates that intra
particle diffusion resistances are insignificant for 100-^zm-dia mi-
crobead silica gel under the parallel passage flow conditions em
ployed in the tests. A reasonably good agreement is obtained 
between the predicted and measured response curves. The same 
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i | 0.0151 
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< 
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Inlet Air Humidity Ratio 

0.00 

Fig. 6 Effect of matrix component thermal capacities on outlet air state 
predictions (Test P1A) 

trends were observed for the desorption tests for both matrices 
and the general shape of the response curves are the same as in 
the packed bed tests. 

Although the test matrices consisted of three components (des
iccant, carrier, and frame), the outlet air thermocouple sensors 
were located so as to minimize the effect of the frame on the 
outlet air state. The specific heat capacity used for matrix B in 
Fig. 5 is thus a weighted mean based on the masses of desiccant 
and carrier. The predicted response curves when the specific heat 
capacity of matrix A is based on the desiccant (<?„,,) or desiccant 
and carrier (c,„2) or desiccant, carrier, and frame (c„,3) are com
pared with the measured response in Fig. 6 for test PI A. The 
significant difference between the three cases is in the slope of 
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Fig. 5 Model predictions compared with experiment (Test P3B) 
Fig. 7 Variation of packed bed moisture extraction with dp tor different 
air velocities v 
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Desiccant diameter dp (|xm) 

Fig. 8 Moisture extraction variation with dp for matrices A and B at v --
1.304 m/s 

the predicted curves in the adsorption controlled region, the 
higher specific heat capacity resulting in a lower slope. From 9 
~ 0.25, the three cases predict approximately the same outlet air 
state. In the adsorption-controlled region where the curves differ, 
the predictions that use c„l2 give the best agreement with the 
measured response. This may be a direct result of the location of 
the thermocouples in the experiments. In a rotary desiccant de-
humidifier where all the components are equally exposed to the 
outlet air state sensors, the use of c„,3 may be more appropriate. 

4.3 Effect of Varying Desiccant Size. Using test 1A con
ditions, several packed bed adsorption tests were simulated for 
desiccant particle diameters varying from 0.5 mm to 20.0 mm. 
The superficial air velocity affects moisture extraction directly 
through the residence time in the bed and indirectly through the 
dependence on v of the convective transfer coefficients hc and 
h„,. The effect of intraparticle diffusion on moisture removal from 
(or addition to) the air stream for different desiccant sizes is thus 
expected to depend on the prevailing air flow conditions. The 
total moisture removed from the air stream in time T 0 , expressed 
as a ratio of the mass of desiccant in the bed ms and the superficial 
air velocity v, is given by 

1 p 
DIM Jo 

m(\Vi — w)dt (22) 
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Fig. 10 Critical desiccant diameters dpc for packed and parallel passage 
desiccant beds 

The quantity mw provides an indication of the sorption effective
ness of the bed. In order to compare this quantity at different air 
velocities as the desiccant diameter is varied, the value of r 0 is 
varied such that the total quantity of air which flows through the 
bed in any simulation is the same as in test 1A. Figure 7 shows 
m„ ( g /kg -ms - 1 ) plotted against desiccant diameter dp for air 
velocities of 0.2, 0.5, 1.0, and 2.0 m/s. The convergence of the 
ssr = 1 and ssr = 0 predictions at different dp values as air 
velocity varies confirms the dependence of the effect of intra
particle diffusion on the bulk air flow conditions. As the air ve
locity increases, the critical desiccant diameter dpc above which 
intraparticle diffusion resistance becomes significant is reduced. 

A comparison of mw for matrices A and B as dp varies is shown 
in Fig. 8 for test PI A conditions. Matrix B quite clearly performs 
better than matrix A for dp ss 650 fim. The other significant 
feature of Fig. 8 is that the ssr = 0 and ssr = 1 predictions 
converge at the same dp value for both matrices. Thus dpc appears 
to be independent of the width of the parallel passages. Predic
tions of mw for matrix A using test PI A conditions are shown in 
Fig. 9 for air velocities of 0.2, 0.5, 1.0, 1.3, 2.0 m/s as dp varies 
from 20 to 1000 /j,m. The critical desiccant diameter dpc varies 
with air velocity in a manner similar to that observed for the 
packed bed. 

Figure 10 shows the critical desiccant diameter dpc extracted 
from Figs. 7 and 9 plotted against air velocity v. The figure il
lustrates the dependence of dpc on the air velocity v for both the 
packed bed and the parallel-passage matrix, which dependence, 
for the simulations of this study, has been found to fit a corre
lation of the form 

Ae- (23) 

Fig. 9 Variation of matrix A moisture extraction with d„ for different air 
velocities v 

The constant A is 1367.0 for the packed bed and 136.0 for the 
parallel passage matrices. For desiccant diameters dp > 1.37 mm 
(packed bed) and dp > 136 (im (parallel passage matrix), intra
particle diffusion resistances are significant irrespective of air 
flow rate. 

S Conclusions 
. A general numerical model for simulating transient heat and 
moisture transfer in thin silica gel beds has been presented and 
validated by comparing its predictions with single-blow sorption 
test results. Surface diffusion has been found to be the dominant 
intraparticle moisture transport mechanism in microporous silica 
gel. The critical desiccant diameter dpc above which intraparticle 
resistances to heat and moisture transport become significant de
pends on the air velocity and differs for packed bed and parallel 
passage matrix configurations. In general, these resistances have 
to be taken into account for moisture sorption in microporous 
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silica gel diameters dp > 1.37 mm in thin packed beds and for 
dp > 136 nm in thin parallel passage matrices. 
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Convection-Diffusion Controlled 
Laminar Micro Flames 
Small laminar diffusion flames (flame height ^2-3 mm) established by a fuel jet issuing 
into a quiescent medium are investigated. It was found that for these flames buoyancy 
effects disappeared as the flame size decreased (Fr^> I), and diffusive transport of the 
fuel was comparable to the convective transport of the fuel. The effect of buoyancy on 
these flames was studied by examining the flame shape for horizontally oriented burn
ers. A phenomenological model was developed (based on experimentally determined 
flame shapes) to compare diffusion and convection transport effects. Finally, the flame 
shapes were theoretically determined by solving the conservation equations using sim
ilarity methods. It was seen that when the axial diffusion (in momentum and species 
equations) terms are included in the conservation equations, the calculated flame shape 
is in better agreement (as compared to without the axial diffusion term) with the ex
perimentally measured flame shape. 

Introduction 
Studies on laminar hydrocarbon diffusion flames are always 

of interest because of their fundamental nature. Beginning 
with Faraday' s pioneering work, ' 'Chemical History of a Can
dle," in 1861, many studies have been conducted on this sub
ject, and that there is still a need to study them was further 
established through recent observations by Ban et al. (1992), 
where small laminar diffusion flames (with flame heights of a 
few millimeters) were studied, by issuing a hydrocarbon fuel 
jet into a quiescent atmosphere. They found that the flame 
shape of these small flames is spherical and different from the 
more commonly observed candlelike laminar diffusion flames, 
and for sufficiently small flame sizes there were no buoyancy 
effects. These observations led to the current investigations on 
the physical characteristics of the small flames, since we were 
unable to find published literature on this class of flames. Ex
periments were conducted to collect data on the flame height 
and flame shape as a function of flow rate for three different 
fuels. It was found that the small flames have interesting char
acteristics that allow phenomenological evaluation of the ef
fects of molecular diffusion, momentum, and buoyancy. In 
order to understand the physical characteristics better, we at
tempted to model the flame height and shape theoretically us
ing similarity methods. 

Based on past studies, laminar jet diffusion flames can be 
classified into two main types: the Burke-Schumann (1928) 
flame controlled by diffusion, and the Roper flame (1977) 
controlled by buoyancy. The small flames studied here have 
the following characteristics: Fr > 1 and ue — uD, where ue 

is the fuel exit velocity at the burner port, uD is the charac
teristic molecular diffusion velocity, Fr = u2

elgd, and d is 
the burner port diameter. A scale analysis reveals that for 
Fr > 1, ue =* 0.1 m/s, and d ~ 1 mm, the buoyancy effects 
can be neglected (Williams, 1985). In addition, for small 
flames ue =* uD, implying they are convection-diffusion con
trolled. 

In this paper we investigate: (1) the magnitude of diffusive 
transport in small laminar diffusion flames and its effect on 
the flame structure, and (2) the relative importance of> 
buoyancy, molecular diffusion, and convection in small 
flames. 

1 Present address: Acurex Environmental Corp., Jefferson, AR 72079. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division Apri! 1993; 
revision received November 1993. Keywords: Combustion, Fire/Flames, Reacting 
Flows. Associate Technical Editor: W. L. Grosshandler. 

Experimental Methods 
The flames were established on circular-port stainless-steel 

burners with inner diameters 0.15, 0.25, and 0.40 mm; the outer 
diameters were twice the inner diameters. Research grade ethane, 
ethylene, and acetylene were used as fuels. The flow rates of the 
fuels were calibrated using a specially designed soap-bubble flow 
meter capable of measuring low flow rates of the order 0.01 cc/ 
s. The fuel was injected into the quiescent ambient at atmospheric 
conditions. The flame shape was recorded by a 35 mm still cam
era in a color slide film, which was projected in a large screen. 
From the magnified image, dimensions of the flame were mea
sured using the technique developed by Saito et al. (1986). 

Experimental Results and Discussion 
The diffusion flames observed were laminar (Re = 1-10). 

The visible flame shapes for ethane, ethylene, and acetylene are 
shown by tracing them from the recorded photographs (Figs. 1 -
3). It can be seen from the figure that the flame height increases 
with increasing fuel exit velocity; as the flame becomes larger, 
it becomes spherical and part of it goes below the burner port. 
On further increasing the fuel exit velocity, however, the spher
ical shape disappears, and results in a flame shape typical of a 
momentum-controlled (high Re number) jet diffusion flame. The 
spherical flame occurs when the ratio of the mean exit velocity, 
ue (flow rate/burner port area), to the diffusion velocity, uD = 
DllD (D is the mass-diffusion coefficient, and lD is a character
istic diffusion length in the flame), is less than 5 (Pe = ueluD = 
uelDID). This implies that the molecular-diffusion velocity is 
comparable to the convective velocity of the fuel, and analogous 
to point-source diffusion, a spherical concentration distribution 
of the fuel is attained. For very low exit velocities, however, a 
spherical flame was not established due to larger burner-wall heat 
loss effects. Our recent burner port heat-up tests proved that lD 

remains the same regardless of the heating up to 500 K. 
The effect of buoyancy may be estimated by rotating the 

burner to a horizontal position and observing the flame shape; 
the flame shapes for ethylene and acetylene are shown in Fig. 4. 
As the flame size increases (ue increases), buoyancy effects in
crease, and therefore, the flame tends to tilt upward. For flames 
with Fr = 10-103 , however, the buoyancy effect is minor. 

A schematic of a low Peclet number (Pe) flame is shown in 
Fig. 5. The height of the flame, a, and the width of the flame, b, 
can be described as: 

a = (ue + KD)f, 

b = 2uDt1 + d 

(D 

(2) 
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BURNER WALL 

Fig. 1 Photographically measured visible flame sheet with C2H6 as fuel: 
(1) u. = 1.1 m/s; (2) o„ = 0.926 m/s; (3) u„ = 0.726 m/s; (4) u. = 0.601 m/s; 
(5) ue = 0.486 m/s; (6) u„ = 0.387 m/s; (7) u. = 0.246 m/s; burner port 
diameter d = 0.406 mm 

r* 

Fig. 2 Photographically measured visible flame sheet with C2H4 as fuel: 
(1) u. = 0.923 m/s; (2) u, = 0.726 m/s; (3) u. = 0.582 m/s; (4) u. = 0.477 m/ 
s; (5) u„ = 0.396 m/s; (6) u. = 0.332 m/s; (7) o. = 0.195 m/s; burner port 
diameter d = 0.406 mm 

where ^ = the characteristic time of travel from the burner exit 
to the flame sheet. Combining Eqs. (1) and (2) and using uD = 
D/lD, we can eliminate /, and obtain the expression 

(b-d) 
[1 + uelD/D] (3) 

ding's analysis uses the similarity procedure described by 
Schlichting to develop closed-form expressions for the flame 
height and flame shape for circular jet laminar diffusion flames. 
Temperature effect was studied by Klajn and Oppenheim 
(1982). Here we describe the flame height and flame shape of 
the small laminar convection-diffusion controlled flames using 

The characteristic diffusion length, lD, is also shown in Fig. 5. 
Based on Figs. 1-3, the values of a and b were determined for 
the various fuels and flow conditions, from which the Pe number, 
hence the diffusion velocity, uD, was evaluated. The character
istic features and properties calculated using Eq. (3) and Figs. 
1-3 are presented in Table 1. 

For a given flow rate and burner diameter, the flame height 
increases in the following order: C2H6 > C2H4 > C2H2. This is 
consistent with the order of measured characteristic diffusion 
lengths, /D,C2H6 > 1D,C2H4 > ID ,C2H2 (Table 1). The values of the 
average diffusion coefficient calculated from Eq. (3) give the 
same order as shown in Table 1, i.e., £>C2H6 > DC2H4 > DC2H2-

This is inconsistent with the fact that as the temperature in
creases (Taj in Table 1) and the molecular weight decreases, the 
diffusion coefficient should increase, while consistent with the 
fact that the pyrolysis rates and the chemical kinetics of the three 
fuels are different. This indicates that the effects of temperature 
and molecular weight on molecular diffusion are minor, while 
fuel pyrolysis is important. The pyrolysis rates are in the order 
C2H2 > C2H4 > C2H6. Acetylene is likely to produce heavier 
molecules earlier than ethylene or ethane; hence, the diffusion 
coefficients calculated from Eq. (3) and presented in Table 1 
reflect a global average value of all the species. 

The fuel residence times (/, = lDluD) and the stoichiometric 
ratios, >p, are consistent with the flame size observations; as ip 
increases the flame size increases and hence tt increases. 

Theoretical Description of Flame Shape 
The case of a combustible laminar jet issuing into a quiescent 

medium was theoretically described by Spalding (1979). Spal-

7 _ 

6_ 

5_ 

3 _ 

~rz r 
r* 

Fig. 3 Photographically measured visible flame sheet with C2H2 as fuel: 
(1) u. = 0.547 m/s; (2) u. = 0.436 m/s; (3) u. = 0.348 m/s; (4) u. = 0.290 m/ 
s; (5) u„ = 0.214 m/s; (6) u„ = 0.161 m/s; burner port diameter d = 0.406 
mm 
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Table 1 Summary of calculated flame characteristics and properties 
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TTWMT?T5 

Tad M 

1D M 

t j [S] 

uD [m/s] 

D [m2/s] 

C2H6 

3.5 

2364 

7.1x10"" 

1.7xl0~3 

0.43. 

2.9x10"" 

C2H4 

3 

2549 

4.6x10"" 

1.3xl0"3 

0.35 

1.5x10"" 

C2H2 

2.5 

2918 

3.5x10 " 

l.OxlO"3 

0.35 

1.2x10"" 

BURNER 

Fig. 4 Diffusion flames established on horizontally oriented burners: (A) 
fuel—C2R,; (1) u. = 2.05 m/s; (2) u. = 1.53 m/s; (3) u. = 1.17 m/s; (4) u, = 
0.566 m/s; burner port diameter d = 0.25 mm; (B) fuel—C2H2; (1) u„ = 1.32 
m/s; (2) ue = 0.892 m/s; (3) ue = 0.639 m/s; (4) u„ = 0.426 m/s; burner port 
diameter d = 0.25 mm 

similarity analysis. The fundamental difference between this 
study and the two studies mentioned above is that transport by 
axial diffusion is comparable to the convective transport and can
not be neglected when determining the flame height/shape. 

BURNER WALL 

Fig. 5 Schematic of a laminar momentum-diffusion controlled diffusion 
flame established due to a circular fuel jet issuing into a quiescent me
dium: a = height of the flame; b = width of the flame at the base; lD -
characteristic diffusion length; x = axial coordinate; r = radial coordinate 

Here T , is Adiabatic Flame Temperature, and 
ip is defined as number of moles of oxygen needed to 
completely oxidize one mole of fuel. 

With the assumptions of negligible buoyancy and constant 
pressure, the governing equations for the small flames for axi-
symmetric geometry are: 

For mass conservation: 

d 
(pur) + —(pvr) 

ox or 

For axial momentum conservation: 

d d d 
— (puru) + — (purv) = — 
ox or or p,r 

du 

~d~r dx p,r 
du 

dx 

(4) 

(5) 

Fig. 6 Calculated (with axial diffusion) flame shape for C2H.,: (1) Re = 10, 
y = 2.17; (2) Re = 5, y = 1.085; (3) Re = 3, y = 0.65; (4) Re = 1.5, y = 0.325; 
(5) Re = 0.5, y = 0.108 
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Fig. 7 Calculated and measured flame shapes for C2H6 (Re = 2.44, Fig. 9 Calculated and measured flame shapes for C2H4 (Re = 2.37, y = 
y = 0.53): experimental; calculated (with axial diffusion); and 0.51); for symbols, see Fig. 7 

calculated (without axial diffusion) 

¥ or fuel species conservation: 

— (purYF) + —- (purYF) 
ox or 

For oxidant species conservation: 

d 
— (purY„) + — (purY„) 

d / dY0\ d I dYA 

I puFr I + I pDFr I + rcjf (6) where x = axial coordinate; r = radial coordinate; u = axial dx 
velocity; v = radial velocity; p = fluid density; p = fluid viscos-
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Fig. 8 Calculated and measured flame shapes for C2HB (Re = 4.47, y = Fig. 10 Calculated and measured flame-shapes for C2H4 (Re = 3.75, y = 
0.97); for symbols, see Fig. 7 0.81); for the symbols, see Fig. 7 
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Fig. 11 Calculated and measured flame shapes for C2H2 (Re = 1.18, y = F ' 9 - 1 2 Calculated and measured flame shapes for C2H2 (Re = 2.22, y = 
0.26); for the symbols, see Fig. 7 0.48); for the symbols, see Fig. 7 

ity; DF = fuel mass diffusivity; DB = oxidizer mass diffusivity; 
LJF = fuel consumption rate; LO„ = oxidizer consumption rate; YF 

= fuel mass fraction; and Y„ = oxidizer mass fraction. 
Without distorting the physics, the theoretical analysis may be 

greatly simplified by assuming that the transport properties are 
constant, and the mass diffusivity of the various species are same. 
If the fuel and oxidizer react in stoichiometric ratios at the flame 
sheet, then 

uiF = {FIO)s,w0 (8) 

where (FIO)s, = the fuel to oxidizer stoichiometric mass ratio 
and Sc = Pr = Le = 1, where Sc = i/ID; Pr = via; Le = Sc/ 
Pr; v = momentum diffusivity; and a = thermal diffusivity. 

We define a mixture fraction 

f=(i-UKiF-L) (9) 

whereC = YF - {F/0)s,Yo. The governing Eqs. ( 4 ) - ( 7 ) c a n be 
rewritten as 

du du 

dx dr 

dx dr 

vd (rdu) d2u 

7dr^r + vo? (10) 

Dd (rdf) d2f 
- r r - ~ + D~^ (11) 
rdr dr dx 

with the far-field boundary conditions, as r -*«>,u = 0, and / = 
0. Comparing Eqs. (10) and (11) it can be seen that the solutions 
for u and /wil l be alike. Equations (7) and (8) are nondimen-
sionalized using u* = ulue, v* = v/ue, r* = rid, and x* = 
x/d, and defining Re = uedlv. It can be seen that Re = Pe = 
uedlD. Equation (10) can be reduced to an ordinary differential 
equation by using the following stream function and similarity 
variables (Schlichting, 1987): 

</> = v X G(r\) and r\ = rlx 

Equation (14) is the same as Spalding's equation (1979); it is 
derived from Eqs. (10) and (11) eliminating the first terms of 
right-hand side. To obtain a particular solution with the far-field 
boundary conditions, it is necessary to introduce the constant of 
integration y, where C, = yrj (if G(y-q) is a solution of Eq. (13) 
or (14), then G(C,) is also a solution). Hence, Eqs. (14) and 
(13), respectively, become 

t,G" + G'(G- 1) = 0 

^ + UG" + G'(G- 1) = 0 

(15) 

(16) 

with the far-field conditions still as C, -* °°, G = 0, and G' = 0. 
A closed-form solution for G exists for Eq. (15), where the con
stant y is estimated from the invariance of the momentum jet 
(Spalding, 1979): 

G = c2 

(1 +0.25£2) 

and 

y = — Re 

Substitution of C, = yrj yields for the velocity 

G ' ( Q 
u* = f=(y2lx*Re) 

C 
(17) 

If the flame is assumed to exist at the stoichiometric value of/, 
then the expression for the flame height is: 

y' 
Re/„ 

G"(0) (18) 

where x% is the dimensionless flame height and /., is the stoi
chiometric value of the mixture fraction (Table 2). 

Therefore, 

/ = ( lAr*Re) 
G'(y) 

V 

Equation (10) then takes the form 

(77
3 + r?)G" + G ' ( G - l ) 0 

(12) 

(13) 

with the far-field boundary conditions r\ -> °o; G = 0, and G' = 
0. As T) -> 0, i.e., at the centerline, the solution to Eq. (13) ap
proaches the solution to the following equation: 

T?G" + G'(G- 1) = 0 (14) 

Table 2 Stoichiometric values of the mixture fraction based on the gen
eral combustion reaction at the flame sheet: CxHy + (x + y/4) (02 + 3.76NJ 
->xC02 + (y/2)H20 + 3.76(x + y/4)N2 

FUEL 

C 2 H 6 
C 2 H 4 
C 2 H 2 

F 

30 

28 

26 

0 

112 

96 

80 

F/O 

0.268 

0.292 

0.325 

fst 

0.058 

0.063 

0.069 

Here F/O = mass of fuel/mass of oxidizer, 
Yo = K 2 / ( M o 2 + MN2)i = °-23. and 

f
St = HF/O^YJ/H + (F/0)stY0). 
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The invariance of the momentum (J) for the jet is defined as: 

J=v2y2\ (G'2/Q</C = const (19) 
Jo 

and is the same for both with and without axial diffusion. J de
pends only on the inlet velocity, ue. Therefore, y, which is a 
constant (dependent only on ue) is same for both with and with
out axial diffusion. 

Equations (15) (without axial diffusion) and (16) (with axial 
diffusion) were both solved numerically. The flame height was 
determined from Eq. (18) and the flame shape was determined 
from 

G ' ( Q 

Re/„ £ 
(20) 

for both with and without axial diffusion. 
The flame height and flame shapes were determined for three 

fuels (C2H6, C2H4, and C2H2) for the cases of with and without 
axial diffusion. In Fig. 6 the flame shapes calculated using Eq. 
(16) (with axial diffusion) are presented for a C2H4 flame for 
various Re numbers. The calculated flame shapes for both with 
and without axial diffusion are plotted in comparison with the 
photographically measured visible flame sheet in Figs. 7-12. It 
can be seen that the flame shapes calculated with the axial dif
fusion term are in much better agreement with the measured 
flame shape. The far-field solution is not valid near the entrance 
of the jet (Spalding, 1979) and hence the experimental and cal
culated flame locations cannot be compared near the burner rim. 

Summary and Conclusions 
1 Small convection-diffusion controlled laminar micro 

flames with Pe numbers (uJD/D) less than 5 were inves
tigated. It was observed that these flames tend to achieve 
a spherical shape due to the comparable effects of convec
tion and convection-diffusion. 

2 It was found that the effect of buoyancy in these flames is 
negligible, by rotating the burner. The Froude numbers of 
these flames were in the range 10-103 . 

3 A phenomenological model was developed (Eq. (3)) to 
understand the flame shape and estimate the convection/ 
diffusion effects. 

4 The flame height/shape was theoretically determined start
ing with the governing equations and applying similarity 
methods. It was seen that when axial diffusion terms are 
used in the governing equations, the calculated flame shape 
is in better agreement (as compared without the axial dif
fusion terms) with the experimentally determined flame 
shape. 
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Mixed Convection From Simulated 
Electronic Components at Varying 
Relative Positions in a Cavity 
A numerical study of the combined-forced and natural convective cooling of heat-
dissipating electronic components, located in a rectangular enclosure, and cooled 
by an external throughflow of air is carried out. A conjugate problem is solved, 
describing the flow and thermal fields in air, as well as the thermal field within the 
walls of the enclosure and the electronic components themselves. The interaction 
between the components is of interest here, depending on their relative placement 
in the enclosure, and different configurations are considered. For Re = 100 laminar, 
steady flow is predicted for up to Gr/Re2 = 10, but a single-frequency oscillatory 
behavior is observed for most of the configurations studied, at Gr/Re2 = 50. Heat 
transfer results are presented for both the laminar and the oscillatory domains. The 
mixed convection regime, where the buoyancy effects are comparable to the forced 
flow, occurs at values of Gr/Re2 between 0.01 and 10. The results are of value in 
the search for a suitable placement of electronic components in an enclosed region 
for an effective heat removal. 

Introduction 
Air cooling is still the most attractive method for computer 

systems and other electronic equipment, due to its simplicity 
and low cost. Thermal engineers in the electronics industry are 
always trying to achieve the best possible performance out of 
air cooling. In this effort, the need for understanding the 
variety of flow phenomena and convective heat transfer mech
anisms that are present in air-cooled electronic systems is ob
vious. A large number of relevant configurations have been 
studied in detail to the present date, both analytically and 
experimentally, by researchers in industry and universities. 
However, for an equally large number of such configurations 
results are still not well documented, and the associated phys
ical phenomena not well understood. Extensive surveys of the 
various modes of convective heat transfer and relevant con
figurations, along with the associated heat transfer and other 
correlations have been presented by Incropera (1988) and more 
recently by Schmidt (1991). These two recent studies made it 
obvious that there is still a lack of adequate data for a very 
common situation in electronic equipment cooling, i.e., the 
heat transfer from discrete heat sources in enclosures. This is 
particularly true for cases where the induced natural convective 
flow interacts with the fan or blower-driven forced flow. 

In a recent numerical study, Papanicolaou and Jaiuria (1990) 
obtained results for a heat source located on and flush with 
one of the vertical walls of an enclosure with adiabatic walls. 
The source was cooled by an external flow, which flowed 
through openings in the vertical walls. Numerical results on 
the thermal and flow fields and on the corresponding Nusselt 
numbers from the source were presented for various Grashof 
and Reynolds numbers. Later, in another study by Papani
colaou and Jaiuria (1993), the walls of the enclosure were taken 
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as conducting (conjugate problem), while the heat source was 
still flush with one of the vertical walls or the bottom of the 
enclosure. Numerical results were presented on the resulting 
laminar flow and the associated heat transfer. In the present 
study, the enclosure walls are again taken as conducting, but 
the heat sources are taken as protruding. Also, rather than 
studying the behavior of a single source, the interaction be
tween two heat sources at different relative positions, as well 
as three sources is studied. The effect of varying the extent of 
protrusion of the source has been studied for a single source 
on the left side-wall by Papanicolaou (1991). 

At the present time, a fair amount of work dealing with 
protruding heat sources (or blocks) is available in the literature. 
Almost all of these studies considered the problem as related 
to the cooling of electronic equipment. Different modes of 
convective heat transfer have been considered. Forced con
vection has been studied by Zebib and Wo (1985), Davalath 
and Bayazitoglu (1987), and Rizk and Kleinstreuer (1989), all 
of them dealing with steady flows in a horizontal channel. 
Natural convection cooling of blocks was studied by Afrid and 
Zebib (1989), Said and Muhanna (1990), and Sathe and Joshi 
(1990). In the work of Afrid and Zebib (1989), single and 
multiple electronic components were treated as protruding heat 
sources, mounted on a vertical plate and a steady, laminar, 
conjugate problem was solved numerically for different heat 
inputs, spacings between the components, and component 
thicknesses. A similar configuration was considered by Said 
and Muhanna (1990), but the component was taken as pro
truding from one of the two vertical plates forming a channel. 
Sathe and Joshi (1990) studied numerically the natural con
vection transport from a heat-generating protrusion, mounted 
on a substrate inside a square enclosure. Various heat inputs, 
dimensions of the protrusion, and of the substrate and solid/ 
fluid thermal conductivity ratios were considered. 

There is also some work in the literature dealing with mixed 
convection effects in the cooling of protruding heat sources 
or electronic components. Braaten and Patankar (1984) con
sidered the mixed convection from an array of blocks in a 
horizontal channel. Both conducting and nonconducting com
ponents were treated in the numerical solutions. In the work 
of Habchi and Archarya (1986), the cooling of a single elec-
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tronic module, treated as an isothermal protruding heat source 
mounted on the right wall of a vertical channel, was studied. 
An array of blocks in a vertical channel cooled by an upward 
flow was the configuration in the study of Kim and Boehm 
(1990). They obtained numerical results for the steady, non-
conjugate case using a control-volume scheme, for various 
Reynolds and Rayleigh numbers. More recently, in an exper
imental study, Kang et al. (1990) obtained experimental results 
for the cooling of a protruding heat generating module on a 
horizontal plate. Correlations between the Nusselt number from 
the module and the parameter Gr/Re5/2, over a range of 
Grashof and Reynolds numbers, were derived. 

As can be concluded from the preceding, the cooling of 
protruding heat sources in the various modes of convective 
heat transfer has so far been considered with respect to external 
or channel flows. The blocks in all the studies mentioned here 
were located on the same surface, which was either horizontally 
or vertically oriented. The case of blocks mounted on different 
surfaces, forming an angle of 90 deg with respect to each other, 
has not been considered before, to the authors' knowledge. 
Besides, in all cases where numerical solutions were obtained, 
the steady equations were solved. The only studies that report 
time-dependent solutions of the full equations for a similar 
problem of mixed convection from discrete heat sources are 
those by Khalilollahi and Sammakia (1989) and Elpidorou et 
al. (1991) considering only embedded sources. 

In the present work, therefore, where a cavity configuration 
is considered, with protruding heat sources at various loca
tions, the following circumstances are considered simultane
ously for the first time: 
8 Convective heat transfer in the cavity with conduction 

through the walls (conjugate effects). 
9 Protruding heat sources (blocks) in the cavity, mounted on 

surfaces that are either parallel or perpendicular to each 
other. 

• Interaction between a buoyancy-induced flow and a forced 
flow whose direction is perpendicular to the gravity vector. 

9 Solution of the time-dependent equations, allowing for the 
detection of potential oscillatory phenomena (which were 
indeed observed here, under certain conditions). 

The geometry of the cavity and the relevant parameters 
considered here are shown in Fig. 1. For the study of the 
conjugate problem, the walls are assumed to be of finite thick
ness. The total dimensions Hm, Wiot include the corresponding 
dimensions of the air-filled cavity plus the thicknesses of the 

Fig. 1 The geometry of the cavity under consideration, showing three 
heat source locations. This case and the cavity with two sources, taking 
all possible pairs, are studied in this work. 

walls. The configuration shown in Fig. 1 is a generic case, 
including three locations of the sources, corresponding to the 
Left and Right side walls and the Bottom. This case will be 
referred to as LBR for brevity from now on. However, most 
of the results presented here will consider only two sources at 
different locations and the corresponding configurations will 
be, respectively, named as LR (for sources on the left and right 
walls), LB (left wall and bottom), and BR (bottom and right 
wall) configurations. The heat sources will be referred to as 
L, B, and R, depending on their respective location. The two-
dimensional problem is studied here, where each heat source 
actually represents a row of electronic components, sufficiently 
long in the third dimension. Also, the focus here is in the 
laminar regime, although results in the turbulent regime have 
also been obtained for a similar configuration (Papanicolaou, 
1991). 

Mathematical Formulation 

Model Equations. The equations describing the problem 

Nomenclature 

d = vertical distance from 
the bottom of the 
enclosure 

Gr = Grashof number = 
gPATH?/v2 

h = local heat transfer 
coefficient, varying 

_ along a surface s 
h = average heat transfer 

coefficient over the 
surface of the heat 
source, based on the 
total flux from the 
source ql 

H = height of the air-filled 
cavity 

Hi, H0 = height of the inflow 
and outflow channels, 
respectively 

J = total convection-diffu

sion flux vector, de
fined in Eq. (8) 

k = thermal conductivity 
Ls = length of the heat 

sources 
Nu = local Nusselt number, 

Nu(.s)=hs/kf 
Nu5 = average Nusselt num

ber over the surface of 
the heat source, based 
on the total heat flux 
q" from the source 
(Eq. (12)) 

P = dimensionless local 
pressure = p/pvf 

Pr = Prandtl number of air 
= v/(Xf 

q" = heat input per unit sur
face area of the source 

Qs = total heat generation 

rk 

Re = 

t = 
I = 
T = 

U,V = 

from each source (per 
unit width) 
thermal conductivity 
ratio = ks/kf 
thermal capacity ratio 
= (PCP)s/(PCP)f 
thermal diffusivity 
ratio = <xs/ctf 
Reynolds number = 
vfli/v 
coordinate along the 
perimeter Of the source 
thickness of solid walls 
physical temperature 
mean temperature over 
a surface 
dimensionless vertical 
and horizontal velocity 
component, respec
tively, U = u/vh 
V = v/vi 
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for the configuration of Fig. 1 are the Navier-Stokes equations 
for the fluid, with buoyancy effects taken into account and 
using the Boussinesq approximations, as well as the energy 
equation, which describes the temperature variation through 
both the fluid and the solid walls. With the introduction of 
the stream function and the vorticity as the independent vari
ables, the nondimensional equations can be written as: 

Vorticity equation (fluid region): 
dQ „ ™ Gr 86 1 

. — + V « ( V f l ) = - — i — + — 
dr V . Re2 d Y Re 

Stream function equation (fluid region): 

V 2 * = - f i 

Energy equation (both regions): 

V 2 Q 

PCf 
dd 

(V0) = v< 
«/ RePr 

-V0 

(1) 

(2) 

(3) 

In the nondimensionalization, the height of the inflow open
ing Hj is taken as the characteristic length scale. The velocity 
scale is the inlet velocity of air v, and the temperature scale is 
AT= Qs/kf, where Qs is the total input by the source per unit 
width (W/m) and kf is the thermal conductivity of the fluid. 
The dimensionless parameters are the Reynolds number Re, 
the modified Grashof number Gr, and the Prandtl number 
Pr = iVa/( = 0.71 for air at normal room temperature). The 
total heat input can be written as: 

Qs = q"ns = q" (Ls + 2ts) (4) 

where Us is the perimeter and ts the thickness of the heat source. 

Boundary Conditions. The boundary conditions at the in
flow and the outflow are, respectively: 

U, = 0, V,= l, * 0 = 1 

Uo = 0, 

0=1- [*-H)i 
'dV\ /a*\ /dfi\ 

?Y)o~ Wo Wc 

, Q , = 

(be' 
\BY, 

o, e,=o (5) 

=o (6) 

The sensitivity of the solution to the outflow boundary con
ditions was tested by Papanicolaou and Jaluria (1993). In that 
work the zero gradient condition was compared against spec
ifying the same flow conditions at the outflow as at the inflow. 
Slight discrepancies were felt only in the flow field near the 

outflow boundary, while the effect on the flow and heat trans
fer results over the rest of the computational domain were 
insignificant (less than 0.03 percent). The boundary conditions 
for the temperature are: dd/dn = 0 at the outer walls, where n 
is the direction normal to the wall. At the solid-fluid interfaces, 
the condition is: 

Wfluid -Af) l /rij at the heat sources 

0 on other walls 
(7) 

which expresses the continuity of the fluxes, where the stars 
denote dimensionless quantities. If the source is flush, U* 
= L* and for L* = l, 1/n* = 1, which leads to the same con
dition derived by Papanicolaou and Jaluria (1993). 

Numerical Procedure 

Discretization. A 45 x 49 grid was chosen for most of the 
numerical results presented here. The grid was nonuniform, 
with the grid points placed at geometrically decreasing dis
tances in the regions next to the walls, where, especially near 
heat sources, large velocity and thermal gradients are expected. 
Inside the solid, where the conduction equations had to be 
solved, the grid was uniform. Other grid dimensions were also 
tested for comparison, such as 23 x 25 and 67 x 73. The com
parison was based on several typical results such as the max
imum values of the stream function and the temperature and 
the average Nusselt numbers from the sources (to be defined 
later). These were compared against the corresponding results 
obtained with the finest of the three grids (67 x 73) and showed 
an 18 percent maximum difference for the 23 x 25 grid and a 
2.5 percent maximum difference for the 45 x 49 grid. Since the 
latter grid requires approximately 9 times less computational 
effort than the 67x73 grid, it was chosen for the solutions 
presented here, as a trade-off between accuracy and efficiency. 

Numerical Method. The numerical scheme is similar to the 
one described by Papanicolaou and Jaluria (1990), but it has 
now been enhanced to incorporate protruding heat sources and 
conjugate conditions, which will be described below. The time-
dependent equations, Eqs. (1) and (3), were advanced in time 
using a transient scheme. The Alternating Direction Implicit 
(ADI) method was used for the temperature and vorticity equa
tions, with the power-law approximation for the convective 
terms (Patankar, 1980). The second upwind and central dif
ferencing scheme were also used for comparison and no sig-

Nomenclature (cont.) 

V = dimensionless velocity 
vector = (U, V) 

W = width of the air-filled 
cavity 

X, Y = dimensionless vertical 
and horizontal coordi
nate distance, respec
tively, X = x/Hit 

Y = y/H, 
a = thermal diffusivity 
i8 = coefficient of thermal 

expansion of air 
- -(UP)(dp/dT)p 

T = diffusion coefficient in 
Eq. (8) 

AT = temperature scale 
= Qs/kf 

AT = dimensionless time step 
AX, AY = dimensionless area of 

n. = 

tf = 

the control volume 
face in the X and Y di
rection, respectively 
convergence criteria for 
the SOR method and 
the time iteration 
scheme 
dimensionless tempera
ture = (T-T,)/AT 
kinematic viscosity of 
air 
perimeter of the heat 
sources 
dimensionless time 
= r'vj/Hi 
mean value of the hor
izontal velocity compo
nent at the inflow 
dimensionless stream 
function U = dV/dY, 
V = - dtr/dX 

Q = 

Subscripts 
e, w, n, s = 

E, W,N,S = 

f = 
i = 
o = 
P = 

5 = 

Superscripts 

dimensionless vorticity 
fi = dV/dX-dU/dY 

right, left, top, and 
bottom control volume 
face, respectively 
neighbor grid point to 
the right, left, top, and 
bottom of the control 
volume, respectively 
fluid 
inflow 
outflow 
grid point at the center 
of the control volume 
solid region; also, 
source 

dimensionless quan
tities 
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• (f) '" . (f) 

Fig. 2 Derivation of the interface temperature from the two partial con
trol volumes in the solid (s) and the fluid (f) regions. Imposing Jp,s 

= Jpj at the surface P gives the interface temperature l)P. 

nificant differences were found. Since the ADI method requires 
rectangular domains, the inflow channel, the interior of the 
cavity, and the outflow channel were solved separately at each 
time step. The Successive-Over-Relaxation (SOR) (Jaluria and 
Torrance, 1986) method is used for the Poisson stream function 
equation, where the optimum relaxation factor was found to 
be: wopt= 1.85. The wall vorticity is updated at each time step 
using a second-order finite-difference formula (Papanicolaou 
and Jaluria, 1990). 

The Solid-Fluid Interface Condition. The boundary con
dition at the interface is taken such that the grid points lying 
there can be treated as interior points in the computational 
domain. If the nondimensional convective-diffusive flux vector 
J* in the energy equation is defined as: 

i = V(pCpd)-YV(pC,S) (8) 

with r = ra(l/RePr) in the solid and T= l/(RePr) in the fluid 
region, and if fs is the flux on the solid side and 3} is the flux 
on the fluid side, the continuity of flux condition requires that: 
J* = J/. The procedure employed to derive the equation for 
the temperature of the interface grid point P is illustrated in 
Fig. 2, where the notation of Patankar (1980) is used for the 
central node and the neighboring nodes, as well as the control 
volume faces. Every interface control volume can be considered 
as composed of two partial control volumes (half volumes if 
the grid is uniform), one on the fluid side and one on the solid 
side. For each of these, an expression for the total fluxes 3*PiS 
and 3*Pj, respectively, at the interface P can be derived, by 
writing the integrated energy balance equations over each par
tial control volume. Then imposing the condition J j=J / at 
surface P yields an expression for the temperature 8 of the 
interface grid point, similar to those of the interior points, 
except that the ratios of the thermal capacities and diffusivities 
are now included in the equation. This procedure was chosen 
here, rather than the harmonic mean approach (Patankar, 
1980), because it allows for heat generation at the solid-fluid 
interface, as is the case here and because it yields directly the 
interface temperature without interpolation. The exact form 
that the equation for the interface grid points assumes was 
shown in the previous study for a single, flush-mounted source 
(Papanicolaou and Jaluria, 1993). The same method is fol
lowed for the protruding surfaces of the heat sources without 
any additional difficulties. 

Numerical Stability and Convergence. The stability of the 
numerical scheme depends on the values of Gr and Re, but 
also on the value of the thermal conductivity ratio (Papani
colaou and Jaluria, 1993). For /><1 as is the case here, and 
for the 45 x 49 grid used, the value of the time step that guar
antees the numerical stability is AT = 0.1, but if higher values 
of rk are used, AT has to be reduced accordingly. The value 
AT = 0.1 is adequate for steady solutions, but for periodic so
lutions that occur at high values of Gr/Re2, the time step has 
to be reduced further, for the capturing of the oscillations. 
The time step has to be reduced for a 67x73 grid as well, to 

a value of 0.025 and this increases the computational effort 
significantly. 

The convergence to steady-state conditions is attained when 
the relative error between two successive time steps for the 
variables ¥, Q, or 6 is less than e = 10~5, which was found to 
be adequate for the determination of the final steady solution, 
without unnecessary additional computational effort. In ad
dition, if Qtot denotes the total heat generation at the sources: 

N 

* = i 

where N is the number of the heat sources (either 2 or 3) and 
QSik is the total heat input from source k, the following, more 
reliable heat balance convergence criterion is checked: 

l f lo t l - ( l f t l + l Q , l ) i S l 0 - 2 
I Qtot I 

When starting from rest, this was found to require approxi
mately 12,000 time steps to be satisfied. When starting from 
the converged solution at a lower Grashof number as the initial 
condition, 6000-8000 time steps were found to be sufficient. 

As no benchmark problem have been established yet with 
respect to conjugate heat transfer in cavities, the code vali
dation was done on its nonconjugate version. The benchmark 
problem with the most relevance to our particular configu
ration was that of natural convection in a square cavity. Our 
results were compared against the results by the various con
tributors in the comparative study by de Vahl Davis and Jones 
(1982) and very good agreement was found in the selected 
values presented, such as the maximum stream function and 
the Nusselt numbers along the vertical walls (within 2.5 per
cent). 

Results and Discussion 

Definition of Physical and Geometric Parameters. The re
sults to be presented here will focus on the effect of certain 
parameters, while keeping the others fixed. More specifically, 
the parameters listed below in dimensionless form, chosen to 
represent a cavity that would most likely appear in an electronic 
system, although not exclusively so, are kept fixed at the fol
lowing values (see Fig. 1): thermal diffusivity ratio ra = 0.8, 
thermal capacity ratio rc= 1 (therefore ra = rk), aspect ratio of 
the air-filled cavity A=H*/W* = \, H*=H* = \, d*/H* 
= d*/H* =0.875, t* = f2* = t* = tt = r* =H*/8, L* =H* = 1.0, 
t* = 0.0886 (two grid spacings). A study of the effect of the 
source thickness and the thermal conductivity ratio can be 
found in Papanicolaou (1991). The distance of the center of 
the sources from the bottom of the cavity is taken such that 
d*/H* =0.25, while on the bottom wall the corresponding 
distance is d*/W* = 0.5, measured from the left vertical wall. 

The value rk = 0.8 was chosen as a representative value from 
the range covered in the study by Papanicolaou and Jaluria 
(1993), which was /> = 0-10. The numerical procedure devel
oped here, however, is valid for any value of rk, provided that 
the value of the time step is adjusted accordingly to ensure 
numerical stability, as explained earlier. Defining the actual 
thermal properties of the materials encountered in electronic 
systems is, by itself, not a trivial matter. Many of these ma
terials are composites and anisotropic in nature, printed circuit 
boards being a very good such example. Therefore, using a 
single value for the thermal conductivity of the solid and, thus, 
for rk here is understood to be only an approximation. Since 
the objective in this study is to demonstrate how conjugate 
boundary conditions can be incorporated into the numerical 
solution of a convective heat transfer problem and how this 
can affect the results, some simplifications were considered 
justified. The same reasoning can be given to the fact that the 
heat sources are assigned the same physical properties as the 
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Fig. 3 Velocity vectors and isotherms obtained in the various config
urations for Re = 100 and Gr = 0 (forced convection): (a) LR, ¥max = 1.243, 
0„,ax = O.636; (b) LB, *m a x = 1.243, 0max = O.714; (c) BR, *„,„„ = 1.241, 

walls of the cavity. In reality, one would have to examine the 
internal structure of the electronic module that the heat source 
represents and derive effective values for the properties needed. 
Since the same physical properties are used throughout the 
solid domain, no special boundary conditions need to be em
ployed at the heat source-solid wall interfaces. Had this not 
been the case, Eq. (7) would have been employed again, with 
a suitable value of rk. 

The parameters to be varied here are the Grashof number, 
the number of the sources, and the relative locations of the 
sources. All the alternative cases will be compared to each 
other. The Reynolds number is being kept fixed in this work 
at Re = 100, a value representative of the laminar regime, char
acterizing an incoming flow of a relatively low velocity. For 
instance, an air flow of about 0.1 m/s entering through an 
opening 2 cm high at 20°C would yield a Reynolds number of 
the above-mentioned order of magnitude. Higher values of Re 
have been considered before (Papanicolaou and Jaluria, 1990) 
and the basic flow patterns in the cavity were not affected 
significantly as long as Re < 1000. The Grashof number is 
varied in the range Gr=103-5xl05 and this effect will be 
presented, in what follows, as a variation in the Richardson 
number Gr/Re2 over the corresponding range. Gr/Re2 is a 
more suitable parameter in mixed convection problems and 
since the Reynolds number is kept fixed, varying the value of 
Gr/Re will be equivalent to varying the heat input from the 
sources. Generally, the Grashof numbers encountered in elec
tronic cooling are of the order of 105 or higher, but in this 
case, in order to get a more complete picture of the effect of 
Gr/Re2 on the heat transfer, the range of Gr has been extended 
to lower values. 
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Fig. 4 Calculated streamlines and isotherms for the steady solutions 
obtained in the LR configuration, for Re = 100 and: (a) Gr/Re2 = 0.1, 
*max = 1.282, flmax = 0.542; (b) Gr/Re2 = 1.0, *max = 1.422, Bmm = 0.448; (c) 
Gr/Re2 = 10.0, *max = 1.691, 0max = O.337 

It should also be pointed out that radiation effects were not 
included in this study, since this would overly complicate the 
problem, especially when no previous investigations were avail
able for a similar configuration involving convection alone. 
In practical terms, the results obtained here would apply to 
surfaces of sufficiently low emissivity, so that the radiation 
effects relative to those of buoyancy and forced convection 
can be neglected. 

Flow and the Thermal Fields for Forced Convection (Two 
Sources). Results are first presented for forced convection 
heat transfer. For this case, the buoyancy term is dropped 
from the vorticity equation, Eq. (1). The computed velocity 
vectors and isotherms at Re = 100 are shown in Fig. 3. The 
flow field is basically unicellular, with small cells near the 
protruding sources due to flow separation. The thermal field 
shows a relatively uniform temperature distribution inside the 
cavity, with no regions of steep thermal gradients that normally 
appear when natural convection boundary layers develop along 
heat sources (Papanicolaou and Jaluria, 1990, 1993). 

Flow and Thermal Fields for Steady Mixed Convec
tion. Figure 4 shows the streamlines and isotherms for two 
sources in the LR configuration, for Reynolds number Re = 100 
and three different Richardson numbers, Gr/Re2 = 0.1, 1, and 
10. All these cases lead to steady laminar solutions. The flow 
field shows a unicellular pattern at Gr/Re2 = 0.1, but at Gr/ 
Re = 1.0, a secondary flow develops due to the buoyancy ef
fects from source R, at the base of the right sidewall. At Gr/ 
Re = 10, the secondary cell becomes bigger and occupies more 
of the space originally belonging to the primary cell. The tem
perature field in the fluid adjacent to source L exhibits the 
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Fig. S Calculated streamlines and Isotherms for the steady solutions 
obtained in the LB configuration, for Re = 100 and: (a) Gr/Re2 = 0.1, 
*„,„, = 1.291, 0max = 0.582; (b) Gr/Re2 = 1.0, *max = 1.461, 0max = 0.427; (c) 
Gr/Re2=10.0, ¥max = 1.937, 0max = O.292 

characteristics of a natural convection boundary layer and a 
plumelike pattern of isotherms at all values of Gr/Re2 chosen, 
while for source R, such a pattern makes its appearance for 
Gr/Re2 = 10. Source R is shown to be subject to an opposing 
recirculating flow. At Gr/Re2 = 50, the solution was still steady 
for the LR configuration, while the solution was periodic for 
the other configurations, as will be discussed later. 

For the same values of Re and Gr/Re2 as before, the cor
responding results for the LB configuration are shown in Fig. 
5. The buoyancy-induced flows due to both the sources are 
now in the same direction, aiding the recirculating flow. There
fore a unicellular flow pattern is observed at all values of Gr/ 
Re2, with the recirculation gradually increasing with an increase 
in Gr/Re2. Thermal boundary layers are clearly observed over 
both sources. The BR configuration gives rise to a variety of 
flow patterns, as seen in Fig. 6. At Gr/Re2 = 0.1, the external 
flow dominates over the buoyancy effects and the flow field 
resembles the one generated in a driven cavity, i.e., a cavity 
whose top wall is moving horizontally. At Gr/Re2 = 1 the buoy
ancy effects from both sources generate a secondary cell, which 
is counterrotating with respect to the original cell. However, 
at a higher buoyancy level, Gr/Re2 = 10, the buoyancy effects 
from source B again add to the recirculation of the original 
cell, while the secondary cell is now due to the buoyancy effects 
from source R only and is restricted to a region adjacent to 
the right vertical wall. This change in the flow patterns and 
the direction of the buoyancy-induced flow from source B can 
be seen in the isotherm plots. The origin of the thermal bound
ary layer alternates between the left and right edges of the 
source as Gr/Re2 increases from 0.1 to 10. A stratified layer 
of fluid can always be observed between the two cells, where 
the heat transfer takes place by diffusion. 

Journal of Heat Transfer 

Fig. 6 Calculated streamlines and isotherms for the steady solutions 
obtained in the BR configuration, for Re = 100 and: (a) Gr/Re2 = 0.1, 
*max = 1.284, 9max = 0.540; (/» Gr/Re2 = 1.0, *max = 1.287, 0max = 0.630; (c) 
Gr/Re2 = 10.0, ¥„,„„ = 1.730, 0max = 0.273 

The streamlines and isotherms for solutions obtained con
sidering all three heat sources simultaneously are shown in Fig. 
7, for Re = 100 and values of Gr/Re2 equal to 0.1, 1, and 10. 
Only at Gr/Re2 = 10, does a secondary cell appear near the 
bottom of the right sidewall. 

Periodic Solutions. As already mentioned, for the LB and 
BR configurations, the solutions become periodic at Re= 100 
and Gr/Re2 = 50, while they are still steady in the LR config
uration. This periodic behavior of selected quantities such as 
the maximum stream function, average Nusselt number, and 
maximum temperature at the sources, is shown in Fig. 8. Reg
ular oscillations of gradually decreasing amplitudes were ob
served for all quantities, which persisted even after the end of 
the transient, which occurred at T = 400. For T>400 , a steady-
periodic state results for the LB and BR configurations, as 
characterized by regular, almost sinusoidal variation with time, 
and this final state is shown in Fig. 8. When this steady-periodic 
state is attained, the instantaneous flow and thermal fields 
have the form shown in Fig. 9. The LR configuration is the 
only stable one, with the secondary cell increasing in size and 
two thin thermal boundary layers arising along the two sources. 
The LR and BR configurations show basically the same flow 
patterns as for Gr/Re2 =10, with the intensity of the recir
culation increasing and the development of large thermal gra
dients near the bottom of the cavity. 

These periodic results have been shown to be of physical, 
and not of numerical, origin in a detailed study by the authors 
(Papanicolaou and Jaluria, 1992). Numerical tests using dif
ferent initial conditions, time steps, and grid sizes for an en
closure with a single, flush source on the left vertical wall (let 
it be called L configuration), verified the presence of the os-
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Calculated streamlines and isotherms in the LBR configuration, 
100 and: (a) Gr/Re2 = 0.1, *max = 1.300,0m„ = 0.718; (6) Gr/Re2 = 1.0, 

= 1.500, Bmm = 0.540; (c) Gr/Re2 = 10.0, *m a x = 1.976, «m = 0.389 

dilations, characterized by distinct frequencies. The observed 
frequencies near the critical point were found to be functions 
of both the Grashof and the Reynolds number. For the value 
of the Reynolds number under consideration here, Re= 100, 
the critical value of Gr/Re2 in the L configuration was found 
to be Gr/Re2 = 33. In previous numerical and experimental 
investigations on natural convection in closed cavities, a similar 
periodic behavior has been observed and has been shown to 
be the first transition on the route to turbulence, occurring in 
the form of Hopf bifurcation (Winters, 1987). For mixed con
vection in enclosures, periodic oscillations, although eventually 
damped, were also observed by Simoneau et al. (1988) for 
opposing forced flows. Interestingly enough, in the LR con
figuration the flow is found to be steady even at Gr/Re2 = 50. 
Table 1 compares the frequencies and amplitudes A^ of the 
maximum stream function2 for three different configurations, 
the L configuration with a single source and two configurations 
of the present work that consider two heat sources, namely 
LB and BR. It appears that the BR configuration is the most 
unstable of the three and it can be observed that the presence 
of a second source at the bottom makes the single source 
configuration more stable (lower amplitudes), at least at Gr/ 
Re2 = 50. The frequencies when two sources are present are 
lower than that for a single source. 

Heat Source Temperatures. One of the most important 
results here is certainly the magnitude of the maximum tem
peratures that develop over the heat sources dStm„. In the con
figuration studied, the temperature obtained is the "case" 

— * 
the second one refers to time. 

where the first subscript in * refers to space and 

3 

(a) 

400.0 405.0 410.0 415.0 
T 

420.0 425.0 

Source Location 
Left Wall 

.Bottom .Wall 

400.0 405.0 
1 i i i 

410.0 415.0 420.0 425.0 
f Source Locat ion 

h 

8. 
r 
01 

CD m 

3-d 

21
0 

(c) 

----

J 

Left Wall 
Bottom Wall 

,--- -- — -- — — -- — - — 

1 i i i 

400.0 405.0 410.0 415.0 420.0 425.0 

Fig. 8 Periodic behavior of the maximum stream function, average Nus-
self number and maximum temperature at the sources, in the LB con
figuration, for Re = 100, Gr/Re2 = 50, and T > 4 0 0 

temperature, i.e., the temperature at the outside surface of the 
component case. If the internal resistance of the component 
and the amount of heat that is lost to the fluid are known, 
the chip temperature can be determined from the case tem
perature. The results are here presented for varying locations 
and varying heat inputs, the latter expressed in terms of the 
corresponding Grashof numbers. The variation of 0Jimax with 
Gr/Re2 for each configuration where the source appears is 
shown in Fig. 10. For the configurations LB and BR, the 
solution changes from steady to periodic between Gr/Re2 = 10 
and Gr/Re2 = 50. Therefore, at Gr/Re2 = 50, the mean values 
of 0s,max are shown in Fig. 10. One may conclude that as the 
heat inputs from the sources increase, the left wall location 
maintains lower temperatures in the LB configuration rather 
than the LR configuration, the bottom location does so in the 
BR configuration and the right wall location in the BR con
figuration. 

The effect of Gr on the actual maximum temperature TStmax 
can not be observed in Fig. 10, because 6 is nondimensionalized 
by AT, which itself varies with Gr. Therefore, one can only 
compare values of 6 at the same Grashof number. In order to 
study the effect of the Grashof number, a more suitable quan
tity would be the product 6 x Gr because this is found to be 
6xGr<x(T-Tj), i.e., proportional to the physical tempera-
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Fig. 9 Calculated streamlines and isotherms for steady and periodic 
solutions obtained for Re = 100 and Gr/Re2 = 50: (a) LR configuration 
(steady), ¥max = 2.718, 0ma„ = 0.248; (o) LB configuration (periodic), 
* m „ = 2.587, 0max = 0.222; (c) BR configuration (periodic), *max = 2.410, 
«max = 0.168 

Table 1 Comparison of the dimensionless frequencies and amplitudes 
of the periodic variation of the maximum stream function for various 
configurations at Re = 100 and Gr/Re2 = 50 

Configuration 

L (l (lush .source) 

LB 

BR 

Frequency 

0.2542 

0.1398 

0.1525 

A-rlW^ 

1.857 

0.966 

14.087 

Table 2 Fraction of the heat input from each source transferred to the 
fluid directly for the LR configuration at Re = 100 

Source Locution 

Lett Wall 

Right Wall 

Gr/Re' 

0.1 

(1.704 

0.736 

1.0 

0.752 

0.702 

10 

0.730 

0.768 

50 

0.709 

0.789 

tures. A logarithmic plot of the variation of the product 6 X Gr 
with Gr/Re2 was also made and showed clearly that the max
imum physical temperatures at the sources increase as the heat 
inputs increase, as expected, and the variation is almost linear 
over the range considered. 

Heat Transfer From the Sources. The heat transfer from 
the sources can be studied through the average Nusselt number 
over the perimeter of the sources. A local heat transfer coef
ficient h (s) is first defined in terms of the heat flux input q" 

d~ 

(O 
O " 

H 
at 

S 

en 
o ~ 

o 

(a) » = LR 
W o = LB 

Q 

^ X 
^ N ® \ 

^<8 

1 1 111 tit] 1 1 Ml l l l l 1 1 MUNI 1 1 IIHHj 

lb) « = LB 
o = BR 

, , , n inirq rrrniiii—i i iimij—n iinit| 
10"2 10" 10° 101 102 10"z 10" 10° 101 10? 

Gr/Re2 Gr/Re8 

d -

co 
o -

M 

0.
3 

o 

(c) » = LR 
o = BR 

"~*A 

1 1 M l l l l l 1 1 l l l l l l l 1 1 M l l l l l 

10 10 10" 101 

Gr/Re2 10' 

Fig. 10 Comparison of the maximum temperature for each source lo
cation in the configurations considered, at various values of Gr/Re2, for: 
(a) left wall location; (b) bottom wall location; (c) right wall location 

per unit area of the surface of the source. The mean heat 
transfer coefficient then is: 

/,= = 
T,-T, 

njn T{s)ds]-T, 
(11) 

Using this result and after nondimensionalizing, the following 
expression is obtained for Nu at the source: 

x T kH> 
Nu5 = - — = 

kf 

1 1 

±*\j{s*)ds* 
11* Jn, 

(12) 

It is clear from the definition above that Nus expresses the 
total heat transfer rate from the source, both through the fluid 
directly and through the solid walls. If interest lies in the 
amount of heat q"r transferred to the fluid directly at the heat 
source surface, qs in Eq. (11) should be replaced by q"sJ 

= -kj(dT/dn)f, where n is the direction normal to the source 
surface. If the corresponding Nusselt number is computed and 
compared to the total Nusselt number Nus, the fraction of the 
surface heat flux of the source that is transferred directly to 
the fluid can be found. This quantity for the LR configuration 
at different values of Gr/Re2 and for each source is shown in 
Table 2. For the particular values of the thermal properties 
chosen, 70-80 percent of the heat flux of each source is directly 
transferred to the fluid, while the rest is first transferred to 
the walls of the enclosure and then to the fluid. Such a result 
answers a fundamental question that very often arises in elec
tronic packaging, because there is usually a need to have an 
estimate of the amount of the dissipated power that flows 
through the leads and the solder joints of an electronic module 
to the printed circuit card. When good estimates of the thermal 
conductivities of the various materials along the path of heat 
flow and the associated thermal resistances have been obtained, 
lead, joint, and card temperatures can be predicted. For more 
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Table 3 Exponent values in Eq. (13) 

Gr/Re2 Gr/Re : 

Source Location 

Gr/Re2 

Fig. 11 Ratio of the average Nusseit number at the source in mixed 
convection Nu to the forced convection value Nu,, at various values of 
Gr/Re2, for Re = 100: (a) LR; (/>) LB; (b) BR 

detailed results, a conduction model for the card can be de
veloped, using the heat input q"StS as a boundary condition. 

For most values of Gr/Re2, source R is found to have a 
higher Nus, with the value Gr/Re2 = 1 being the only exception. 
Based on Figs. 4 and 6, it appears that the recirculating flow 
interacts with source R at lower temperatures than either one 
of the other two sources, since, at the point of interaction, it 
has already been precooled by exchanging heat with the ex
ternal flow. Source L seems to have the lowest heat transfer 
rate for each applicable configuration. Contrary to source R, 
source L always interacts with a recirculating flow already 
preheated by another source upstream. Therefore, the left wall 
location is found to be the most ineffective in terms of heat 
removal and the right wall location is the most effective. 

With the forced convection results known, the relative mag
nitude of the average Nusseit number Nus at the sources for 
mixed convection (with the subscript s omitted for brevity) 
over the corresponding value for forced convection Nu/, at 
different values of Gr/Re2, can be plotted, as shown in Fig. 
11. Generally, the ratio Nu/Nu/increases with Gr/Re2, except 
in the BR configuration at low Gr/Re2. In that case, the op-
posing effects of the external flow are stronger and Nu/Nu/ 
decreases first with Gr/Re2, before buoyancy dominates and 
an increasing trend is observed. This behavior was also found 
in the opposing-forced-flow results of Simoneau et al. (1988), 
where the Nusseit number curves crossed the forced convection 
asymptote as Gr/Re2 decreases before approaching the asymp
totic value. The results do not seem to correlate very well over 
the entire range of Gr/Re2 studied and for all configurations. 
Only as buoyancy dominates and the natural convection limit 
is approached, an almost linear behavior is observed in the 
logarithmic values of the data as Gr/Re2 increases, with the 
slope of the line again varying for each configuration. Un
fortunately, for the present problem the natural convection 
limit of the Nusseit number Nu„ is not known, unlike the 
problem studied by Simoneau et al. (1988). In that particular 
case, Nu„ was taken from the corresponding value for the 
benchmark problem of natural convection in a square, closed 
cavity (de Vahl Davis and Jones, 1982). Here, in the natural 
convection dominated range (Gr/Re2 > 1), and for Re =100 
the results can be described by a correlation of the following 
form: 

NUHR?) (13) 

Configuration 

I.R 

I.R 

LB 

LB 

BR 

BR . 

Source Location 

I, 

R 

L 

B 

n 
R 

C 

0.143 

0.149 

0.174 

0.135 

0.357 

0.404 

C, 

0.167 

0.175 

0.211 

0.156 

0.555 

0.678 

Table 4 Exponent of Gr or Ra found in previous studies 

Reference 

1. Turner and I'lack (1980) 

2. Kcyhani el al. (1988b) 

3. Shen et al. (1989) 

A. Joshic ta l . (1991) 

5. Rang and Jaluria (1990) 

6. " • (1990) 

7. Mahancyctal . (1991) 

Note: Or in study 1 and Ra ir 

Fluid 

Air 

Pr = 1,25. 166 

I'r = 1 

pluorincrt 

Air 

• 

Water 

Exponent 

0.320 

0.205-0.207 

0.118,0.177,0.203 

0.210 

0.170 

0.217 

0.222 

Orientation 

Vertical 

Vertical 

Vertical 

Vertical 

Vertical 

Horizontal 

Horizontal 

2 were based on the cavity height and width respectively. Values in 3 

arc for each source (bottom to top). Only 7 included m xcd convection effects. 

where C depends on the configuration and the source location 
and has the computed values shown in Table 3. The correlation 

was also modified to include the dependence on the conven
tional Grashof number, which is based on a characteristic 
temperature difference rather than a characteristic heat flux. 
This Grashof number is here denoted by Grr_and is obtained 
by substituting A !T of our nomenclature list by 7̂  - Tt. Sparrow 
and Gregg (1956]i demonstrated that there is a relationship of 
the form Gr = NuGrr, using our notation. The corresponding 
exponent in the correlation, denoted by CT, is also listed in 
Table 3. 

All these have correlation coefficients close to 0.99. It can 
be observed in Table 3 that in the BR configuration the var
iation of the Grashof number has a much larger effect on the 
heat transfer compared to the other two configurations. Clearly, 
the effect of the Reynolds number alone on the heat transfer 
is not included in this correlation and more data is needed. A 
wide range of Reynolds number was covered only for mixed 
convection from a single source in a cavity with adiabatic walls 
(Papanicolaou and Jaluria, 1990). 

Several experimental heat transfer correlations exist, al
though obtained in configurations and parameter ranges with 
minor to significant differences from the present ones. The 
most relevant were those derived in the experimental studies 
by Turner and Flack (1980), Keyhani et al. (1988a, 1988b), 
Chen et al. (1991), and Joshi et al. (1991) for sources mounted 
on vertical surfaces, Kang et al. (1990) and Mahaney et al. 
(1991) for sources on horizontal surfaces, and Kang et al. (1990) 
for both orientations. Very relevant are also the correlations 
obtained in the numerical study of Shen et al. (1989). Most of 
these works studied natural convection and the correlations 
demonstrated the effect of the Grashof or Rayleigh number 
on the heat transfer from the sources or blocks. However, the 
length scale in the definition of Gr or Ra was not in all cases 
the length of the source, as in the present study, but one of 
the overall dimensions of the cavity (height or width). Table 
4 summarizes the exponent values found in the aforementioned 
references, in the most appropriate correlations for compar
isons with Eq. (13) of the present study. The results of Kang 
et al. (1990) are not presented here, since their objective was 
to show the effect of varying Re, while Gr was kept fixed. 

Comparing the results in Table 3 and Table 4, despite the 
differences in the configurations, one can observe that the LB 
configuration of this work and the result for source L agrees 
well with the results of Shen et al. (1989) for the middle source 
and those of Kang et al. (1990) for the vertical configuration. 
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Fig. 12 Effect of Gr/Re2 in the LBR configuration at Re = 100 on: (a) 
maximum stream function; (b) average Nusselt number at the sources; 
(c) maximum source temperatures (dimensionless); (d) maximum source 
temperatures (physical) 

in Fig. 11. It should be noted that in the LR and LB config
urations the value of Nus monotonically decreases to the forced 
convection value for all source locations, while in the BR 
configuration a nonmonotonic behavior was observed at low 
Gr/Re2, due to buoyancy-opposing recirculation, as explained 
in a previous section. 

Results for Three Heat Sources (LBR Configuration). The 
effect of varying Gr/Re2, obtained by varying Gr, on the var
ious results of interest is shown in Fig. 12. The maxiumum 
stream function is higher at the same Gr/Re2 in the LBR 
configuration as expected, compared to the three configura
tions with two sources. Besides, the Nusselt numbers are lower 
and the maximum source temperatures are higher in most cases. 
For source L, this is true at all values of Gr/Re2 and both the 
LR and LB configurations, while for source B this happens at 
all cases_except for Gr/Re2 = 10 in the BR configuration, where 
higher Nus and lower r9imax are found. This shows that the 
existence of a unicellular flow pattern (Fig. lb), rather than 
a flow pattern with two cells (Fig. 6b), leads to more favorable 
heat transfer results. The right wall location always exhibits 
higher temperatures in the LBR configuration than in the LR 
and BR configurations, but not always a lower Nus. However, 
again for Gr/Re2 = 10, comparing the LBR with the BR case, 
the temperature is lower in the LBR configuration and Nus is 
higher. The physical maximum temperatures at the sources 
increase with Gr/Re2 as shown in Fig. 12(d), though the di
mensionless temperatures decrease. From the logarithmic plot, 
a dependence of the form Ts-max- 7/ocGr0,9 was found in the 
LBR configuration. 

The L source in the LB configuration does bear some simi
larities with the middle source of Shen et al. (1989), since both 
are subject to upstream effects by one other source. In this 
work, this effect can be realized by observing the flow patterns 
of Fig. 5. Heat transfer from source B in the LB configuration 
is characterized by an exponent that is between the results of 
Shen et al. (1989) for sources 1 and 2. The same can be said 
for both sources in the LR configuration where, as shown in 
Figs. 4 and 9, the heat removal by the recirculating flow from 
each source is greatly obstructed by the presence of the other 
source. Therefore, deviations from the case where no such 
obstructions are present are expected. The BR configuration 
is characterized by exponents that are much larger than all 
other cases. In this case too, the interaction between the sources 
is very strong and the flow patterns so diverse that deviations 
are justified. It is interesting to observe, however, that the 
exponent for source B is close to 1 /3 , which is a well-established 
value for natural convection in air layers heated from below 
at large Ra (see Hollands et al., 1975). 

The fact that all other exponents in Table 4 seem to be around 
0.21 indicates similarities to the Gr'/5 law, which is also an 
established result for the laminar natural convection boundary 
layer from a heat source on a vertical plate, as discussed by 
Kang et al. (1990). The result of Turner and Flack (1980) seems 
to deviate somewhat from other correlations, but it may have 
to do with the isothermal conditions at the sources maintained 
in their experiment, unlike all other references, where constant 
flux heaters were used. As can be seen in Table 3, when the 
Grashof number is based on a characteristic temperature dif
ference (as for an isothermal source), higher exponents are 
obtained. 

Finally, the present results were compared against the cri
terion for the definition of the forced convection regime, in
troduced by Sparrow and Gregg (1959), according to which 
the Nusselt numbers should differ by less than 5 percent from 
the asymptotic forced convection value. The forced convection 
regime here is found to be given by Gr/Re2 < 0.01, for all 
configurations studied and for all heat sources, as can be seen 

Conclusions 
A numerical procedure was developed to simulate the lam

inar mixed convective cooling of electronic components located 
in an enclosure. Results are presented for the flow field and 
the temperature distribution both in the fluid and the solid 
walls (conjugate problem). The numerical method presented 
is very robust and capable of treating different numbers, lo
cations, and thicknesses of heat sources. In general, it appears 
that the location of the source on the right vertical wall is the 
most favorable in terms of cooling. Laminar results are pre
dicted up for up to Gr= 105 for all configurations studied, but 
at Gr = 5 x 105 in some cases, periodic oscillatory solutions were 
found. This result indicates that at a certain amount of heat 
input by the components, oscillatory flow and thermal fields 
may develop in the cavity. The two-dimensional model studied 
here applies to two or three long rows of electronic modules 
mounted on either one of two vertical printed circuit boards 
or on a horizontal board and extending in the direction normal 
to the plane under consideration. The results from the various 
cases studied are extremely helpful in understanding the flow 
patterns that develop in an air-cooled electronic enclosure and 
the thermal interactions between the components. This allows 
for an evaluation of the various alternative placements of the 
components and selection of the one that leads to the best 
thermal performance. Quantitative heat transfer results were 
also obtained and compared to previously existing data for 
configurations of relevance to the present ones. 
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Optical Properties of Soot in 
Buoyant Laminar Diffusion 
Flames 
The structure and optical properties of. soot were studied in the fuel-rich (underfire) 
region of buoyant laminar diffusion flames of ethylene and acetylene burning in coflow-
ing air. The objective was to evaluate scattering predictions based on the Rayleigh-
Debye-Gans (RDG) approximation for polydisperse fractal aggregates of spherical 
primary soot particles having constant diameters, for conditions where the Guinier 
(small angle) regime, and the transition between the Guinier and the power-law (large-
angle) regimes, were dominant, in order to supplement earlier work for conditions 
where the power-law regime was dominant. Soot structure was measured using ther-
mophoretic sampling and analysis by transmission electron microscopy (TEM) to yield 
primary particle diameters, distributions of the number of primary particles per aggre
gate, and the aggregate mass fractal dimensions. Soot optical property measurements 
included vv, hh, hv, and vh differential scattering cross sections, total scattering cross 
sections, and the albedo at 514.5 nm, as well as several soot structure parameters 
inferred from these measurements using the approximate theory. The approximate RDG 
theory generally provided an acceptable basis to treat the optical properties of the 
present soot aggregates over a range of conditions spanning the Guinier and power-
law regimes. Other scattering approximations were less satisfactory with performance 
progressively becoming less satisfactory in the order: RDG polydisperse fractal aggre
gate scattering using a single mean squared radius of gyration (from the Guinier re
gime), Mie scattering for an equivalent sphere, and Rayleigh scattering—the last un
derestimating differential scattering levels by a factor of roughly 100 for the present 
test conditions. 

Introduction 
Both predictions of continuum radiation from flames, and non-

intrusive laser-based measurements of soot structure and concen
trations, require an understanding of the optical properties of 
soot. Soot optical properties are a challenging problem, however, 
due to the complexities of soot structure. In particular, soot con
sists of small spherical primary particles that collect into open 
structured aggregates having a broad distribution of sizes; see 
Jullien and Botet (1987) and references cited therein. Thus, al
though the individual primary particles generally are small 
enough to satisfy the Rayleigh scattering approximation, even 
early work showed that soot aggregates usually exhibited neither 
simple Rayleigh nor Mie scattering behavior (Erickson et al., 
1964; Dalzell et al., 1970; Wersborg et al., 1972; Magnussen, 
1974). As a result, improved methods have been sought based 
on the Rayleigh-Debye-Gans (RDG) scattering approximation 
while treating the aggregates as polydisperse collections of mass 
fractal objects (denoted the RDG-PFA scattering approximation 
in the following); see Jullien and Botet (1987), Martin and Hurd 
(1987), Dobbins and Megaridis (1991), and Koylu and Faeth 
(1994). The objective of the present investigation was to conduct 
an evaluation of RDG-PFA theory by measuring both the struc
ture and scattering properties of soot found in the fuel-rich (un
derfire) region of buoyant laminar jet diffusion flames. 

Although RDG-PFA theories have been available for some 
time, and have been used to interpret soot scattering properties 
and to infer soot aggregate structure properties from scattering 
measurements (Dobbins et al., 1990; Puri et al., 1993; Sorensen 
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etal., 1992), evaluation of the method has only just begun. Koylii 
and Faeth (1993) discuss recent attempts to evaluate various ap
proximations of soot scattering properties using more exact so
lutions for simulated aggregates. Unfortunately, computational 
limitations have prevented definitive results for the relatively 
large soot aggregates often encountered in practice. An alterna
tive approach involves direct experimental evaluation by mea
suring the soot structure properties needed for RDG-PFA scat
tering predictions and comparing these predictions with mea
sured scattering properties for the same soot population. Koylii 
and Faeth (1994) recently carried out a study along these lines 
for the large soot aggregates found in the overfire region of buoy
ant turbulent diffusion flames at long characteristic flame resi
dence times. It was found that the RDG-PFA predictions were in 
reasonably good agreement with measurements of scattering and 
extinction properties over the wavelength range 514.5-1152 nm. 
However, these overfire soot aggregates were too large for prac
tical scattering measurements in the small-angle (Guinier) re
gime where use of the RDG scattering approximation is least 
reliable (Nelson, 1989; Koylii and Faeth, 1993), in order to com
plete a thorough evaluation of the approximate theory. Thus, the 
specific objective of the present investigation was to extend the 
work of Koylii and Faeth (1994) in order to consider soot ag
gregates in the fuel-rich (underfire) region of buoyant laminar 
diffusion flames, where smaller aggregate sizes provide greater 
access to the Guinier regime as well as the transition regime 
between the Guinier and the power-law (large-angle) regimes. 

Present measurements were carried out in ethylene and acet
ylene/air flames, which are representative of lightly and heavily 
sooting materials (Koylii and Faeth, 1992). Soot structure was 
measured using thermophoretic sampling and analysis by trans
mission electron microscopy (TEM), to find primary particle di
ameters, distributions of the number of primary particles per ag
gregate, and aggregate mass fractal dimensions. Soot optical 
property measurements included differential scattering cross sec
tions for various polarizations of incident and scattered light {w, 
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hh, vh, and hv), total scattering cross sections, and the albedo at 
514.5 nm. Predictions of scattering properties were based on the 
measured structure properties, considering several scattering ap
proximations, as follows: Rayleigh scattering, Mie scattering for 
an equivalent sphere, RDG-PFA scattering following Dobbins 
and Megaridis (1991), and RDG-PFA scattering following 
Koylii and Faeth (1994). 

The paper begins with descriptions of experimental and theo
retical methods. Results are then considered, treating soot struc
ture properties and evaluation of soot scattering approximations 
in turn. 

Experimental Methods 

Apparatus. The test apparatus consisted of a round coflow-
ing laminar jet diffusion flame burner, directed vertically upward, 
having nearly the same port dimensions as the arrangement used 
by Santoro et al. (1983) and Dobbins and Megaridis (1987). 
The burner involved fuel flowing from a center tube, having an 
inside diameter of 14.3 mm and a wall thickness of 0.9 mm, with 
air flowing from a concentric outer tube, having an inside di
ameter of 102 mm. Both flows passed through a 50 mm deep bed 
of 2-mm-dia stainless steel balls, a 10 mm gap, and a 25 mm 
long honeycomb (1 mm hexagonal cells). The downstream end 
of the honeycomb was flush with the exit of the fuel and air tubes. 
The burner could be traversed in three directions (5 fim posi
tioning accuracy in the two horizontal directions and 0.5 mm 
positioning accuracy in the vertical direction) in order to accom
modate rigidly mounted instrumentation. 

Fuel gases were stored in commercial cylinders under pres
sure. Air was obtained by filtering the laboratory air supply. Both 
gas flows were controlled by metering valves and measured using 
rotameters. The rotameters were calibrated using a wet test meter. 

The flames were shielded because they were easily disturbed 
by drafts. The primary shield was a screen (0.3 mm wire diam
eter, 200 wires/m, square mesh) wrapped around the outside of 
the air tube and extending 300 mm from the burner exit. Slits in 
the screen provided access for sampling and scattering measure
ments. Additional flow shielding, as well as reduced background 
light levels, was provided by a black cloth enclosure having a 
diameter of 1 m that surrounded the entire apparatus. 

Soot Structure Measurements. The structure of soot was 
measured by thermophoretic sampling and analysis using TEM, 

Fig. 1 Sketch of the light scattering apparatus: A = detector aperture, 
BS = beam splitter, C - chopper, D = laser power detector, F = laser-
line filter, L = lens, NDF = neutral-density filter, P = polarizer, PMT = 
photomultiplier detector, PR - polarization rotator, and S = variable ap
erture 

similar to Dobbins and Megaridis (1987) and Koylii and Faeth 
(1992). The sampling surfaces were the carbon-supported cop
per grids used to hold TEM specimens (3 mm diameter, 200 
mesh copper grids supported by a 20 nm thick elemental carbon 
film, SPI Supplies, Philadelphia, part No. 3520C). The grids 
were aligned in the vertical direction, parallel to the mean flow 
direction at the axis. The grids were mounted o n a l X 4 X 15 
mm metal strip using double-backed adhesive which was 
mounted in turn on a retractable probe. The probe was stored in 
a cylinder located outside the screen shield, with roughly a 50 
mm stroke to reach the flame axis. A double-acting pneumatic 
cylinder rapidly drove the probe out of the storage cylinder to 
the sampling position and returned it again to the cylinder when 
sampling was complete. Sampling times were measured using a 
pair of light-interrupting sensors. Sampling times were controlled 
so that soot aggregates covered no more than 10 percent of the 
surface of the TEM grid in order to avoid overlapping aggregates 
on the grid. This required 18-30 ms sampling times with 2 -3 
ms traveling times of the grid through the flame to the axis where 
measurements were made. Thus, residence times of the grid in 

Nomenclature 

8(K Rg, Df) 

k, = 
m 

N = 

Nc 

A = albedo 
C = optical cross section 
d - diameter of fuel port 

primary particle diameter 
mass fractal dimension 
aggregate volume mean 
diameter, Eq. (14) 

E(m) = refractive index function 
= Im((m2 - l)/(m2 + 2)) p(N) = 

fiqRg) = aggregate form factor, 
Eq. (2) q = 

F(m) = refractive index function 
= | ( m 2 - l)/(m2 + 2) |2 

aggregate total scattering 
factor, Eq. (5) 
(-1)"2 

fractal prefactor, Eq. (1) 
refractive index of soot 
= n + IK 

real part of refractive in
dex of soot 

Q = 
Rs = 

RgG = 

RgL 

mean number of aggregates per 
unit volume 
mean number of primary parti
cles per unit volume 
number of primary particles per 
aggregate 
aggregate size for onset of 
power-law regime, Eq. (7) 
probability density function of 
aggregate size 
modulus of scattering vector = 
(4TT/\) sin (8/2) 

volumetric optical cross section 
radius of gyration of an aggre
gate 
mean square radius of gyration 
for the Guinier regime, Eq. (10) 
mean square radius of gyration 
for the power-law regime, Eq. (11) 
primary particle optical size pa
rameter = ndp/X 

Pv 

angle of scattering from forward 
direction 
imaginary part of refractive index 
of soot 
wavelength of radiation 
depolarization ratio 
standard deviation of N 
standard deviation of d„ 

a = 
h = 
ij 

Subscripts 

absorption 
horizontal polarization 
incident (0 and scattered (/) po
larization direction 

s = total scattering 
v = vertical polarization 

Superscripts 
a = aggregate property 
p = primary particle property 

( ) = mean value over a polydisperse 
aggregate population 
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the soot layer were only 3-5 percent of residence times at desired 
conditions along the flame axis so that contamination of the sam
ples from the soot layer was small. 

The principles of thermophoretic sampling are discussed else
where (Dobbins and Megaridis, 1987; Koylii and Faeth, 1992; 
Rosner et al., 1991). For present conditions, primary particle 
diameters are smaller than the mean free path so that the ther
mophoretic velocities of individual particles are the same. In ad
dition, Rosner et al. (1991) have shown that the thermophoretic 
velocities of aggregates are the same as individual primary par
ticles, even when the aggregates are larger than mean free path 
lengths. Thus, there is no intrinsic bias with respect to aggregate 
size for the thermophoretic sampling technique. 

The samples were observed using a JEOL 2000 FX analytical 
electron microscope system with a 1 nm edge-to-edge resolution. 
Latex spheres having a diameter of 91 nm (with a standard de
viation of 5.8 nm) were used to calibrate the TEM measurements. 
The details of the TEM measurements, and the software used to 
analyze the images, are discussed by Koylii and Faeth (1992). 
Experimental uncertainties of soot structure parameters are con
sidered when these measurements are discussed. All measure
ments were repeatable within the stated uncertainties. 

Soot Scattering Measurements. The arrangement for soot 
scattering measurements was similar to Koylii and Faeth (1994), 
except for changes in optics to improve the spatial resolution so 
that underfire conditions could be treated. A sketch of the ar
rangement appears in Fig. 1. An argon-ion laser having an optical 
power of 1700 mW at 514.5 nm was used for the scattering mea
surements. The incident laser beam was passed through a polar
ization rotator and a mechanical chopper (operating at 1250 Hz) 
before being focused at the axis of the flame using a 350 mm 
focal length lens. This yielded a waist diameter of 150 /xm and 
a confocal length of roughly 140 mm. The collecting optics were 
mounted on a turntable surrounding the burner so that scattering 
angles, 8 = 20-160 deg, could be considered. The collecting 
optics consisted of an 85 mm focal length lens, a dichroic sheet 
polarizer, a laser line filter (1 nm bandwidth) and a cooled pho-
tomultiplier. The lens aperture defined a solid collection angle of 
0.7 msr with a 0.4 mm long sampling volume at 8 = 90 deg, 
which increased to roughly 1.2 mm at 8 = 20 and 160 deg. Neu
tral-density filters were used in the optical path to control the 
dynamic range of detection. The detector output passed through 
a lock-in amplifier and was stored on a computer, sampling at 
500 Hz for 10 s and averaging five sampling intervals to achieve 
a repeatability within 10 percent. 

The angular light scattering system was calibrated by measur
ing Rayleigh scattering from nitrogen gas. After correction for 
the reciprocal sin 6 dependence of the scattering volume, the w 
and hh differential cross sections were within 5 percent of Ray
leigh scattering predictions for 8 of 20-160 deg. Absolute vol
umetric differential scattering cross sections of soot were found 
from ratios of the detector signal for soot and nitrogen, after 
accounting for signal attenuation in the optical path, based on the 
nitrogen optical properties of Rudder and Bach (1968). Total 
volumetric scattering cross sections were found by integrating 
the volumetric differential scattering cross sections over the 
whole spherical surface. This required extrapolation of the mea
surements to reach 8 = 0 and 180 deg; however, uncertainties 
caused by the extrapolations were small due to the relatively slow 
variation of scattering properties near the forward and backward 
directions and the relatively small solid angles involved. 

The laser power was monitored continuously and did not fluc
tuate. The dark current of the photomultiplier also did not vary 
with time and was small, e.g., roughly 1 percent of the vh and hv 
scattering signals. Effects of fluorescence from the reactive soot-
containing mixture at fuel-rich conditions in the test flame are 
more difficult to evaluate but are not thought to be large. In par
ticular, fluorescence contributions are the same for all scattering 
signals; therefore, they can be no larger than the vh and hv scat-
Journal of Heat Transfer 

tering signals, which are only on the order of 10~2 of the main 
scattering signals of interest, e.g., C"m{9). Additionally, values 
of p" for the present underfire soot were comparable to values 
measured by Koylii and Faeth (1994) for overfire soot, where 
fuel-lean conditions and substantial dilution imply negligible ef
fects of fluorescence. Thus, it is suspected that effects of fluo
rescence were small even for vh and hv scattering measurements, 
although quantitative evaluation of effects of fluorescence on op
tical measurements of soot properties at fuel-rich conditions 
clearly merits further attention. Based on these considerations, 
the overall experimental uncertainties (95 percent confidence) of 
the angular (excluding depolarization ratios and C",h(8) near 90 
deg) and the total light scattering measurements were compara
ble and were estimated to be less than 20 percent, dominated by 
finite sampling times, the finite aperture of the detector, and the 
angular uncertainty of the collecting optics. 

Test Conditions. Measurements were limited to soot found 
along the axis of the fuel-rich region of the ethylene and acety
lene/air flames summarized in Table 1. The ethylene/air flame 
was nonsooting while the acetylene/air flame was soot emitting. 
Two heights above the burner exit were considered for each of 
the flames: 50 and 70 mm for the ethylene/air flame and 30 and 
45 mm for the acetylene/air flame. These conditions provide ac
cess to both the Guinier and power-law regimes while involving 
a reasonable range of soot aggregate structure properties. 

Theoretical Methods 

Present RDG-PFA Scattering Theory. Predictions of soot 
optical properties were based on methods described by Jullien 
and Botet (1987), Martin and Hurd (1987), and Dobbins and 
Megaridis (1991) for a single aggregate. However, attention was 
focused on the treatment of Koylii and Faeth (1994) for poly-
disperse aggregate populations. This involves use of the RDG 
scattering approximation so that effects of multiple- and self-
scattering are ignored, the electric field of each particle is as
sumed to be the same as the incident field, and differences of the 
phase shift of scattered light from various points within a partic
ular primary particle are neglected. The RDG scattering approx
imation requires that both | m - 11 <̂  1 and 2xp \ m - 11 < 1 
(Kerker, 1969; van de Hulst, 1957; Bohren and Huffman, 1983), 
which is questionable due to the relatively large refractive indices 
of soot (Koylii and Faeth, 1993). Recent computational studies 
also suggest significant effects of multiple scattering for soot ag
gregates, see Koylii and Faeth (1993) and references cited 
therein. Thus, use of RDG theory only can be justified by its 
capabilities to treat measured soot properties, which is considered 
during the present investigation. 

The major assumptions with respect to aggregate structure are 
as follows (Koylii and Faeth, 1994): spherical primary particles 
having constant diameters, primary particles do not overlap but 
just touch one another, uniform refractive indices, and the aggre
gates are mass fractal-like objects. The mass fractal approxima
tion implies the following relationship between the number of 
particles in an aggregate and its radius of gyration (lullien and 
Botet, 1987): 

Table 1 Summary of test flames* 

Fuel Ethylene/Air Acetylene/Air 

Fuel mass flow rate (mg/s) 5.0 4.0 

Air mass flow rate (mg/s) 400 400 

Condition nonsooting sooting 

Flame height (mm) 83 55 

"Coflowing buoyant laminar jet burner with fuel and air port diameters of 14.3 and 102 mm 
at atmospheric pressure, 99 ± 0.5 kPa. 
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N = kf(Rfld„)D> (1) 

Based on past measurements for both overfire and underfire soot, 
kf= 8.1 was used during present work (Koylii and Faeth, 1994; 
Puri et al., 1993). The assumptions of nearly constant diameter 
primary particles and mass fractal-like behavior are justifled by 
the present soot structure measurements, as discussed later, while 
the remaining assumptions are typical of past work; see Koylii 
and Faeth (1993) and references cited therein. One change from 
the approach of Koylii and Faeth (1994), however, was that the 
measured aggregate size distribution was used directly in the 
computations, to avoid potential errors due to empirical fits of 
the distribution. 

Only the main results of the RDG-PFA scattering theory will 
be summarized in the following; see Koylii and Faeth (1994) for 
the complete formulation. The treatment begins with the scatter
ing cross sections for a single fractal aggregate under the RDG 
approximation: 

CUO) = Cf,,(0)/cos2 9 = N2CU(qRg) (2) 

where Cm is the scattering cross section of a primary particle 
under the Rayleigh scattering approximation. The form factor, 
f(qRg), in Eq. (2) is expressed as follows (Freltoft et al., 1986; 
Jullien and Botet, 1987; Lin et al., 1989; Martin and Hurd, 1987): 

fiqRg) = exp( — (qRg)
2/3), Guinier regime (3) 

f{qRg) = {q2RlyD'12, power-law regime (4) 

where the boundary between the small q (Guinier) regime and 
the power-law regime is (qRg)

2 = 3Df/2, chosen to match the 
value and derivative of f(qRs) where the regimes meet, follow
ing Dobbins and Megaridis (1991). The total scattering cross 
section then becomes: 

C"s=N2Csg(KRs,Df) (5) 

where g ( \ , Rs, Df) takes on different forms according to whether 
the power-law regime is reached for 9 =s 180 deg; see Koylii and 
Faeth (1994) for these expressions. 

The mean optical cross sections of populations of randomly 
oriented polydisperse aggregates (polydisperse aggregates) are 
found by integrating over all aggregate sizes, as follows: 

C]=) C°(n)p(N)dN; j=pp,s,.a (6) 

where p(N) is the measured size distribution of the aggregate 
population. In general, Eq. (6) must be integrated numerically 
when scattering extends over both the Guinier and power-law 
regimes. However, simple closed-form expressions are possible 
when all the aggregates are either in the Guinier (p(N) <§ 1 for 
N si Nc) or power-law (p(N) < 1 for N < Nc) regimes, where 

Nc = k/(3Df/(2q2d2))Df'2 (7) 

This yields (Koylu and Faeth, 1993b): 

CK9) = N2Cp
m,exp(-q2R2

gG/3), Guinier regime (8) 

Ca
m(9) = N2CP

V(q2R2
gL) -Df'2, power-law regime (9) 

The mean-squared radius of gyration in the limiting expressions 
of Eqs. (8) and (9) is found as a N2-weighted average in the 
Guinier regime, and as fractal dimension-weighted average in the 
power-law regime, as follows: 

Rlc=] Rs{N)2N2p(N)dN I J N2p(N)dN, 

Guinier regime (10) 

#«/.= ] Rs(N)2D'p(N)dN / \ Rg(N)D'p(N)dN ', 

power-law regime (11) 

The general expression for the total scattering cross section of 
the polydisperse aggregate population is 

C: = CS\ N2g(k,Rg,Df)p(N)dN (12) 

which must be numerically integrated in both scattering regimes. 
The absorption cross section of the polydisperse aggregate pop
ulation is evaluated quite simply for RDG-PFA scattering, as 
follows: 

Ca
a = NCa (13) 

Notably, Koylii and Faeth (1994) determined absorption cross 
sections for overfire soot aggregates by direct measurements of 
scattering and extinction cross sections, finding good agreement 
with Eq. (13). Finally, the albedo is defined in the usual manner, 
A" = CaJ(C"s + C"„). 

Other Scattering Theories. Other approximate scattering 
theories that were evaluated using the present measurements in
cluded Rayleigh scattering, Mie scattering for an equivalent 
sphere, and the RDG-PFA approach of Dobbins and Megaridis 
(1991). The Rayleigh and Mie scattering theories are well 
known; see Bohren and Huffman (1983) for the complete for
mulations. The equivalent diameter for the Mie scattering com
putations was taken to be the volume mean diameter of the ag
gregate population, in the usual manner (Koylii and Faeth, 
1993): 

D30 = Nmdp (14) 

The RDG-PFA approach of Dobbins and Megaridis (1991) is 
identical to the present formulation when all the aggregates are 
in the Guinier regime. Scattering in the power-law regime is 
found, however, Jpy using the limiting expression of Eq. (9) with 
R 2

gL replaced by R 2
gG. The two regimes are connected by requiring 

continuity of 0^(9) through the first derivative with respect to 
q2R2

gc, analogous to Eqs. (3) and (4) for an individual aggregate. 
Thus, the weighting of the scattering properties by the aggregate 
size distribution function is somewhat distorted in the transition 
and power-law regimes. This tends to underestimate both the 
extent of the transition regime in terms of q2R2

gG, as well as scat
tering cross sections in the transition and power-law regimes; see 
Freltoft et al. (1986), Koylu and Faeth (1994), and Sorensen et 
al. (1992). 

Results and Discussion 

Soot Structure Measurements. The general appearance of 
the soot aggregates in the ethylene and acetylene/air flames is 
illustrated in the TEM photographs appearing in Figs. 2 and 3. 
The soot aggregates had smaller primary particle diameters, and 
larger numbers of primary particles per aggregate, in the ethyl-
ene/air flame than the acetylene/air flame. However, the varia
tion of aggregate properties within each flame was modest over 
the range of streamwise conditions that were considered. The 
present results are qualitatively similar to other TEM observa
tions of soot at fuel-rich conditions in laminar diffusion flames 
(Dobbins and Megaridis, 1987). In particular, the soot consists 
of open (rather than compact) structures of aggregated primary 
particles that have nearly constant diameters. The aggregates ex
hibit a broad range of sizes, with the largest aggregates having 
maximum dimensions on the order of 1 fim. This yields aggre
gate optical size parameters, based on the maximum aggregate 
dimension, greater than 5, which implies significant potential for 
departure from Rayleigh scattering behavior. Such behavior was 
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Fig. 2 Typical TEM photograph of soot in the ethylene/air flame: xld =
3.50

"

"'."'.

.~...

-. 4 I

..

Fig. 3 Typical TEM photograph of soot in the acetylene/air flame: xld =
3.15

BFor the fuel-rich region of buoyant laminar diffusion flames at normal temperature and
pressure.

Table 2 Summary of soot structure properties from TEM measure
ments·

flames, which would vastly simplify measurements needed to
define aggregate scattering properties. Values of D30 were com
puted from Eg. (14), yielding values of roughly 90 and 180 nm
for ethylene and acetylene soot, respectively. Thus, the aggregate
optical size parameters based on this dimension are in the range
0.5-1.2, so that Rayleigh scattering from aggregates is question
able, as noted earlier.

Evaluation of Scattering Theories. Soot optical properties
were computed using the refractive indices of Dalzell and Saro
fim (1969), Le., m = 1.57 + 0.56i at a wavelength of 514.5 nm,
in order to be consistent with earlier work (Koyli.i and Faeth,
1992, 1993, 1994). However, this choice also is justified by the
soot scattering observations of Koyli.i and Faeth (1994), where
it was found that the refractive indices of Dalzell and Sarofim
(1969) yielded values of F(m)/E(m) that were in better agree
ment with measurements than other values in the literature.

In order to evaluate the scattering theories, measured volu
metric optical cross sections must be related to predicted optical
cross sections from a knowledge of the number of aggregates per
unit volume, as follows:

(15)Q'j = ni~'j; j = pp, s, a

xfd dp(ap) N(aN) N'/N Dr D:Jo
(0) (om) (0) (0) (0) (om)

Ethylenelajr flames:
3.50 24(3.9) 50(46) 91 1.73 88

4.90 21(3.7) 83(76) 154 1.73 92'

AcetyleneJair flames:
2.10 53(6.4) 31(35) 70 1.77 166

3.15 54(6.4) 43(48) 97 1.74 189

confirmed by aggregate scattering measurements to be discussed
later.

The TEM measurements of soot structure properties are sum
marized in Table 2 for the four test conditions that were consid
ered. Primary particle diameters were obtained by measuring
roughly 200-300 primary particles within a sample of 20 aggre
gates, to yield uncertainties (95 percent confidence) of 4, less
than 2 percent. The standard deviations of the diameters about
4, are relatively small, less than 18 percent, which supports the
constant primary particle diameter assumption of the RDG-PFA
scattering theory.

Aggregate properties in Table 2 were found using a sample of
200 aggregates at each condition. This yielded uncertainties of N
(95 percent confidence) less than 20 percent. The standard de
viations of iii are comparable to iii itself, which is characteristic
of the broad size distributions of typical soot aggregate popula
tions (Dobbins and Megaridis, 1987; Koylti and Faeth, 1992).
The log-normal size distribution function provided a reasonable
fit of the present measurements, similar to overfire soot aggre
gates (Koylti and Faeth, 1992), although the measurements were
used directly to predict scattering properties, as noted earlier. The
moment, iii2

, plays a crucial role in the scattering properties of
soot aggregates (this is particularly evident from Eqs. (8) and
(9) for limiting conditions). Unfortunately, it is not practical to
obtain a very accurate determination of this moment by sampling
due to the broad size distribution of soot aggregates. Thus, un
certainties of iii2 (95 percent confidence) were only less than 40
percent. Aggregate fractal dimensions were found as described
by Koylti and Faeth (1992) to yield uncertainties (95 percent
confidence) less than 0.06. The present values of Df were in the
range 1.73-1.77, which is comparable to earlier sampling mea
surements at both under- and overfire conditions for a wide va
riety of fuels; see Megaridis and Dobbins (1990), Koylti and
Faeth ( 1992), and references cited therein. This suggests that Df
might have a universal value for soot aggregates in diffusion
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Table 3 Summary of soot scattering properties" 

Flame 

x/d 

Primary particles: 

Xp(-) 

C?v (nm2/sr) 

CP(nm2) 

AP(-) 

np(cm-3)xW-'° 

Aggregates: 

C;v(90-) 

(nm2/sr) 

e; 
(nm2) X lO-3 

A»(-) 

P;(9O-) 

na (cm-') x 10-9 

Ethylene/Air 

3.50 

0.147 

0.0144 

0.121 

0.0012 

32 

24.1 

0.23 

0.062 

0.012 

6.30 

4.90 

0.128 

0.0065 

0.054 

0.0018 

40 

25.2 

0.26 

0.063 

0.011 

4.80 

Acetylene/Air 

2.10 

0.324 

1.67 

14.0 

0.0196 

9.7 

478 

5.7 

0.20 

0.026 

3.13 

3.15 

0.330 

1.87 

15.7 

0.0185 

9.3 

719 

9.6 

0.22 

0.025 

2.17 

aFor the fuel-rich region of buoyant laminar diffusion flames at normal temperature and 
pressure at 514.5 nm. Soot refractive indices from Dalzell and Sarofim (1969). 

while np = Nn„. During the earlier study of overfire soot aggre
gates (Koylii and Faeth, 1994), the valuej>f n„ was_found from 
direct laser absorption^measurements of Q", with C"„ computed 
from Eq. (13) given N from the structure measurements. An al
ternative procedure was used during the present investigation, 
however, in order to avoid the" relatively large uncertainties of 
volumetric absorption coefficient measurements in the present 
flame environments. In particular, variable soot concentrations 
imply that laser extinction measurements for chord-like paths 
through the flames must be deconvoluted, which yields large ex
perimental uncertainties near the axis where present measure
ments were made (Santoro et al., 1983). Thus, scattering mea
surements were used instead, based on predicted values of 
C„(0) from Eq. (9) in the power-law regime. This was reason
able because scattering at present test conditions exhibited 
power-law regimes that could be correlated according to Eq. (9). 
Additionally, the present RDG-PFA scattering theory yielded 
good predictions in the power-law regime for the large soot ag
gregates found in the overfire region of buoyant turbulent dif
fusion flames (Koylii and Faeth, 1994). Finally, use of the RDG 
scattering approximation is better justified in the power-law re
gime than the Guinier regime, based on both theoretical and com
putational considerations (Nelson, 1989). 

Reference soot optical properties for the four test conditions, 
along with n„ and np, are summarized in Table 3. Values of xp 

are in the range 0.128-0.330, which marginally places the in
dividual primary particles in the Rayleigh scattering regime 
(Kerker, 1969). The values of A" are 10-100 times larger than 
A", highlighting the much larger scattering from aggregates than 
from individual primary particles. The albedo is a measure of the 
error incurred when soot volume fractions are computed from 
laser extinction measurements using the Rayleigh scattering ap
proximation. Thus, such errors would be in the range 7-28 per
cent for present conditions, with the higher values being com
parable to the properties of soot aggregates in the overfire region ' 
(Koylii and Faeth, 1994). However, corrections of this magni
tude still are rather small in comparison to effects of current un
certainties concerning soot refractive indices. Present values of 
np in the range 10"-10 1 2 primary particles per cubic centimeter 
are comparable to earlier measurements of Dobbins et al. (1990) 
and Megaridis and Dobbins (1990) for similar flame conditions, 
helping to justify the present determinations of np and n„ from 
scattering measurements. 

Measured values of <2™W are plotted as a function of qdp in 
Fig. 4 for all four test conditions, along with predictions based 
on the present RDG-PFA scattering theory. The substantial de
parture from Rayleigh scattering behavior, where Q°m(Q) would 
be independent of qdp, is quite evident, with forward scattering 
being roughly an order of magnitude larger than back scattering. 
A power-law regime, which should yield a straight line correla
tion with a slope of —Df in Fig. 4 (see Eq. (9)) is observed at 
all test conditions. However, only the ethylene soot aggregates, 
which are smaller than the acetylene soot aggregates, exhibit a 
reasonable approach to the Guinier regime where both Q"m{0) 
and CZ(0) are relatively independent of qdp from Eq. (8), and 
Q™(8)/Qpm, approaches N2/N from Eqs. (8) and (15). Thus, 
many of the data in Fig. 4 are in the extended transition regime 
that involves complex polydisperse aggregate effects. 

Two predictions based on the present RDG-PFA scattering 
theory are illustrated in Fig. 4, one based entirely on the present 
TEM soot structure measurements, and the other based on refitted 
soot aggregate structure properties to match the scattering mea
surements. The discrepancies between predictions based on the 
structure measurements and the scattering measurements are 
smaller than those observed for large soot aggregates (Koylii and 
Faeth, 1994), and generally are within experimental uncertain
ties. In particular, the discrepancies for ethylene soot aggregates 
are negligible while those for the larger acetylene soot aggregates 
are less than 37 percent. Nevertheless, it should be recalled that 
the present predictions are matched in the power-law regime 
through the method used to find n„; therefore, an alternative ap
proach to find n„ would increase the discrepancies between pre
dictions and measurements. 

Fig. 4 Measured and predicted volumetric w soot scattering cross sec
tions in the ethylene and acetylene/air flames as a function of the mod
ulus of the scattering vector 
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Table 4 Soot structure and optical properties from thermophoretic sam
pling (TS) and light scattering (LS) measurements8 10 

(RjL)l/2(nm) 
x/d 

TS LS 

Ethvlene/air flames: 

3.50 97 90 

4.90 115 111 

Acetvlene/air flames: 

2.10 179 137 

3.15 224 163 

R (?G 

TS 

121 

144 

241 

297 

1/2 (nm) 

LS 

117 

140 

185 

200 

Df 

TS 

1.73 

1.73 

1.77 

1.74 

LS 

1.72 

1.74 

1.77 

1.76 

TS 

0.061 

0.060 

0.21 

0.23 

A» 

LS 

0.062 

0.063 

0.20 

0.22 

aFor the fuel-rich region of buoyant laminar diffusion flames at normal temperature and 
pressure for a wavelength of 514.5 nm. Soot refractive indices from Dalzell and Sarofim 
(1969). 

Based on past experience, it was felt that the sampling limi
tations of the soot structure measurements, particularly the higher 
moments of the aggregate size distribution, were primarily re
sponsible for the discrepancies between the scattering predictions 
and measurements seen in Fig. 4 (Koylii and Faeth, 1994). Thus, 
the higher moments and the aggregate fractal dimensions were 
refitted to yield the predictions based on scattering measurements 
illustrated in Fig. 4. This involved keeping dp and the lower mo
ment N the same as before, while adjusting the higher rnoments. 
These adjustments will be represented by R2

gC and R^L in the 
following. The results illustrated in Fig. 4 indicate that the present 
RDG-PFA scattering theory provides a reasonable basis to fit the 
higher moments of soot structure properties based on measured 
scattering properties in this manner. The resulting values of the 
adjusted parameters from the light scattering measurements, 
along with the values found directly from the TEM sampling 
measurements, are summarized in Table 4. Differences between 
the TEM sampling and light scattering determinations of the mo
ments for ethylene soot, and the fractal dimensions of both eth
ylene and acetylene soot, are small in comparison to experimental 
uncertainties. The differences between the two determinations of 
higher moments are larger for acetylene soot but still are com
parable to anticipated experimental uncertainties. Values of the 
soot albedo predicted assuming RDG behavior for absorption 
through Eq. (13) and using the two sets of structure properties, 
also are listed in Table 4. The results are nearly the same, which 
is helpful because estimates of the soot albedo are required to 
evaluate potential errors of laser extinction measurements of soot 
concentrations. Nevertheless, a more definitive assessment of al
bedo predictions would be desirable, based on direct measure
ment of absorption. 

Measured and predicted angular scattering patterns of ethylene 
and acetylene soot are illustrated in Figs. 5 and 6, respectively. 
These results are for the lowest position in the ethylene flame 
and the highest position in the acetylene flame, which spans the 
range of soot aggregate sizes (in terms of D30). The predictions 
are based on the refitted soot structure properties from the light 
scattering measurements, which are in excellent agreement with 
measured values of Ca

m{9), as discussed in connection with Fig. 
4. Similar to Koylii and Faeth (1994), the formulation for 
C'i,h(9) was modified from the approach based on Eq. (2) in order 
to account for observed depolarization phenomena. This was 
done analogous to Rayleigh scattering theory as follows (Rudder 
and Bach, 1968): 

cue) = cs,(0)[(i - pi) cos2 e + p°] (16) 

The corresponding estimates of hv and vh scattering cross sec
tions are: 

10 

ETHYLENE /AIR,x/d ' 3.50 
o a MEASUREMENTS 
— PREDICTIONS 

I 
4 5 90 135 

8 (deg) 
180 

Fig. 5 Measured and predicted angular soot scattering patterns in the 
ethylene/air flame: x/d = 3.50 

The measured values of p~°(9) at 9 = 90° are summarized in 
Table 3; as noted earlier, their magnitudes are similar to the val
ues observed by Koylii and_Faeth (1994) for overfire soot. The 
present results for C'l,,,{9), C"hv(9) and C"h(9) also are in quali
tative agreement with eailier findings for the much larger overfire 
soot aggregates (Koylii and Faeth, 1994): Eq. (16) is in excellent 
agreement with measured values of Cf,h(6) while Eq. (17) is 
effective except for the forward-scattering direction where the 
measured values show a steady increase as the forward scattering 
direction is approached. It is not known at this point whether the 
increase of hv and vh scattering as forward scattering is ap
proached follows from the strong forward scattering of soot ag
gregates or whether it is caused by experimental difficulties. In 
particular, experimental uncertainties for the vh and hv scattering 
components increase in the forward scattering direction due to 
effects of polarization vector misalignment when scattering is 
strong (Koylii and Faeth, 1994). Clearly, additional considera
tion of the depolarization ratios of soot aggregates would be use
ful; however, vh and hv scattering levels are small and have little 

ACETYLENE/AIR, x/d = 3.15 
a A o a MEASUREMENTS 

PREDICTIONS 

CL=C^, = C^(90°)pu" (17) 

180 

Fig. 6 Measured and predicted angular soot scattering patterns in the 
acetylene/air flame: x/d = 3.15 
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effect on total scattering estimates for most conditions of interest. 
Thus, uncertainties about the evaluation of Eq. (17) in the for
ward-scattering direction are not very important. 

Finally, measured values of £>„(#) along with the predictions 
from the various approximate theories are plotted as a function 
of qdp in Fig. 7. Results for the ethylene/air flame at xld = 4.90 
are illustrated. These conditions correspond to the largest N over 
the present test range, although findings at other conditions were 
similar. Predictions shown on the plot include Mie scattering for 
an equivalent sphere, RDG-PFA scattering using the formulation 
of Dobbins and Megaridis (1991) and RDG-PFA scattering us
ing the formulation of Koylii and Faeth (1994). The Mie scat
tering predictions are based on D30 from Table 2. The RDG-PFA 
predictions are based on the structure properties from the TEM 
measurements. 

Rayleigh scattering predictions are not illustrated in Fig. 7 be
cause they are totally unsuitable, yielding Q"m(9)I'Qp„ = 1, which 
is off the scale of the figure. Typical of past evaluations of the 
Mie scattering approximation for an equivalent sphere (Koylii 
and Faeth, 1993), this approximation is not very satisfactory for 
large soot aggregates. In particular, although Mie scattering the
ory yields the correct order of magnitude of the scattering level 
for the present conditions, the angular variation of Qa

m{8) is sub
stantially underestimated. Naturally, both RDG-PFA theories 
yield the same results at small qdp in the Guinier regime where 
their formulations are identical. However, the approach of Dob
bins and Megaridis (1991) underestimates both the extent of the 
transition regime and the magnitude of Q^,(9) in the transition 
and power-law regimes. This occurs because the averaging pro
cedure used by Dobbins and Megaridis (1991) does not account 
for different weightings of optical properties in the Guinier and 
power-law regimes. This difficulty in the power-law regime is 
significant because this regime tends to dominate total scattering 
computations, and comprises the most accessible angle range for 
scattering measurements used to find soot structure, for typical 
soot aggregates. 

Conclusions 
The optical properties of underfire soot were studied in order 

to extend an earlier evaluation of approximate soot scattering 
theories in the power-law (large-angle) regime to the Guinier 
(small-angle) regime. Test conditions included laminar ethylene/ 
air and acetylene/air diffusion flames, which provided a range 
of soot aggregate optical properties spanning both the Guinier 
and power-law scattering regimes. The main conclusions of the 
study are as follows: 

1 The approximate RDG-PFA scattering theory of Koylii 
and Faeth (1994) yielded predictions that agreed with present 
measurements within experimental uncertainties. Combined with 
earlier findings for large overfire soot aggregates, reasonably 
good performance of this approach has been established for soot 
from a variety of fuelsovei" the following _ranges: Xj of 0.128-
0.330, N of 31 r467, N2IN of 70-1330, C^(0°)/C1(180°) of 
10-1000 and A" of 0.06-0.29 (with soot structure properties 
based on TEM measurements). 

2 The main limitation of the approach involves accurate de
termination of higher order moments, such as N2, of the aggre
gate size distribution function from sampling measurements; 
thus, it is recommended that these parameters be determined from 
scattering measurements whenever possible. The performance of 
other approximate soot aggregate scattering theories generally 
was not satisfactory over the same range of conditions: Rayleigh 
scattering substantially underestimated scattering levels, Mie 
scattering for an equivalent sphere yielded poor estimates of the 
angular variation of differential scattering cross sections, and 
RDG-PFA scattering using the approach of Dobbins and Megar
idis (1991) underestimated both the extent of the transition re
gime and scattering levels in the power-law regime. 

• 1 ' r — — i — T 
ETHYLENE/AIR, x/d=4.90 

MEASUREMENTS 

^ _ MIE (EQUIVALENT SPHERElJ V M "* 

§ " / \ \ 
| °S RDG-PFA (KOYLU a FAETH, 1993) _ / \ Q 

) \ 
RDG- PFA (DOBBINS 8 MEGARIDIS, 1991 ) J \ \ ^ 

\ 
\ 
\ 
\ 

IO1 I,, i i , ' i I ' —i 1 J _ 
-2 -I 0 

10 10 10 

qdp 

Fig. 7 Various predictions and measurements of volumetric w soot 
scattering cross sections in the ethylene/air flame: xld = 4.90 

3 The fractal dimensions of soot aggregates appear to be 
nearly universal over the same range of conditions; for example, 
combined results for both TEM and light scattering measure
ments yielded Df = 1.77 with a standard deviation of 0.04. The 
TEM and light scattering measurements of Df also were in good 
agreement, within 1 percent. 

4 Past proposals for the use of light scattering measurements 
to infer soot structure properties, e.g., Dobbins et al. (1990) and 
Puri et al. (1993), should be re-examined in view of present 
findings. In particular, scattering from typical soot aggregates in 
the underfire region is dominated by the transition regime. Un
fortunately, optical properties within the transition regime are 
unusually complex so that approximations of solely Guinier or 
power-law scattering, which simplify the determination of struc
ture properties, generally are not appropriate for interpreting scat
tering measurements. 
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^Distribution Analysis of Gas 
Radiation With'Nongray, 
Emitting, Absorbing, and 
Anisotropic Scattering Particles 
The K-distribution technique is presented for predicting nongray gas radiation in the 
presence of particle scattering. This technique transforms the otherwise formidable 
spectral integration problem from the frequency domain to the K or gas absorption 
coefficient domain. This transformation is made possible by the negligible variation of 
blackbody intensity and particle radiative properties with frequency within a gas band. 
Application of the K-distribution technique to an isothermal emission problem is made. 
Results are compared with those from the Monte-Carlo method, These results show 
that, with the K-distribution technique, the detailed absorption line structure within a 
gas band as well as the scattering effect due to particles can be simulated with great 
numerical accuracy and computational efficiency. Essentially, line-by-line accuracy is 
achieved without line-by-line spectral integration. 

Introduction 
In modeling the radiation absorption and emission behavior of 

gases, models that describe the spectrally averaged characteris
tics of a vibration-rotation band are often used (Brewster, 1992; 
Edwards et al., 1987; Goody and Yung, 1989). In general, these 
band models are difficult to implement in the analysis of a mix
ture consisting of nongray gases and scattering particles (Goody 
and Yung, 1989). Most analyses invoke simplified assumptions 
such as gray, nonemitting, nonscattering, or isotropic scattering 
media. Therefore, these analyses are restricted to special condi
tions. 

Recent studies of radiative heat transfer have been devoted 
to developing new solution techniques for combined particle 
and nongray gas media. One approach, developed by Walters 
and Buckius (1990, 1992), is to define several characteristic 
lengths for an absorbing, emitting, and scattering medium by 
using the photon pathlength method. Application of this 
method makes it possible to examine rigorously the interaction 
between the nongray absorption and emission of gases and the 
scattering properties of particles. However, in their formula
tion the optically thin gas limit was used. As an example of a 
more conventional approach, Fiveland and Jamaluddin (1989) 
studied the radiative heat transfer of a nonhomogeneous, non
gray, absorbing, emitting, anisotropic scattering medium in
cluding gas contributions by using the discrete-ordinate 
method. In the frequency integration process, the range of 
wavelengths was subdivided into a finite number of bands 
within which the radiative properties were assumed uniform. 
The total contribution was obtained by summing the solutions 
for each band. With some attention paid to the grid mismatch
ing problem, this method can be coupled with flow field com
putational codes relatively easily. Application of this method 
to highly nongray media, however, usually incurs a substantial 
computational cost increase. Another approach that can be 
taken to combined gas-particle media is that of Grosshandler 
and Modak (1981). In this approach, the gas and particle ra
diation are determined separately and then added together with 
an allowance for spectral overlap. This approach is best suited 
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for low albedos and becomes more questionable as the im
portance of scattering increases. 

Another approach for solving nongray gas radiation with par
ticles is the A"-distribution method. This method has been used 
extensively in the atmospheric science area (Arking and Gross
man, 1972; Domoto, 1974; Goody and Yung, 1989). In most 
cases, the main focus of these studies has been the transmission 
function of atmospheres with pure gas mixtures without scatter
ing particles. This paper extends the application of the ^-distri
bution method to the radiative heat transfer problem of a mixture 
with highly nongray gases in the presence of nongray emitting, 
absorbing, and scattering particles, which can be found in many 
engineering systems. While the total flux for a gas band is cal
culated by integrating the spectral intensity using the ^-distri
bution method, the spectral intensity is obtained by solving the 
radiative transfer equation using the discrete-ordinate method. 

/iT-Distribution Analysis 
By considering the propagation of radiation in a one-dimen

sional, nongray, emitting, absorbing, and scattering medium, the 
radiative transfer equation for a multicomponent medium can be 
written as follows: 

M" 
dh{p) 

dx 
= " I (*,„ + Km,)IXlJ) + X KemUlhXT>) 

K f1 

£~Y~ J IAp.')Pi(p.,v')dp.', (1 

where /„ is the spectral radiation intensity, v is the wave number, 
Ti is the local temperature of species i, Ih„ is the spectral intensity 
of blackbody emission at Tt, Ka„., Ksv., and KemUl are the nongray 
absorption, scattering, and emission coefficients of species ;', p. 
is the direction cosine of the polar angle measured from the x 
axis, Pi(p, / / ) is the phase function of species i, which is a 
representation of intensity scattered from the incident radiation 
(direction p.') into the direction under consideration p. The sub
script i represents the species considered in radiative transfer 
analysis, which are gas and particles for this case. The spectral 
intensity can be obtained by solving the radiative transfer equa
tion and the associated specific boundary conditions for different 
cases. Then, the spectral radiative heat flux can be obtained by 

1 qv = 2TT Iv{p')p'dp'. (2) 
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Based on the frequency-dependent properties of the medium, 
the radiative transfer equation is solved on a spectral basis by 
substituting the corresponding radiative properties of the medium 
at specific frequencies to get the spectral intensity Iv. The total 
radiative heat flux over the entire spectral region can then be 
determined by integrating lv with respect to frequency as follows: 

-f qvdv = 2n J7 I,XlJ>')fJ-'dn'dv. (3) 

The most direct method to perform the frequency integration 
is to divide the frequency domain into a finite number of fre
quency subintervals. The radiative properties inside each fre
quency subinterval can be treated as constants if the frequency 
subinterval is small enough. The total radiative heat flux is ob
tained by summing the spectral radiant flux of all the frequency 
subintervals. This method can be easily applied to study the effect 
of nongray properties of solid and liquid particles that have slow 
variation with frequency. However, this method is not feasible 
when applied to gas absorption bands due to the very rapid spec
tral variation of absorption coefficient in an absorption band. This 
requires very small wave number increments in the integration 
with respect to the wave number. Under this circumstance, a very 
large amount of computer time is needed in order to reach desir
able accuracy. Therefore an alternative method is called for that 
recognizes the widely different spectral characteristics of gas and 
particle radiative properties. 

The key to the K-distribution method is in the nature of the 
spectral variation of the various properties and functions that ap
pear in the radiative transfer equation, such as absorption coef
ficients, scattering coefficients, and blackbody function. Within 
a gas absorption band, the variation of blackbody intensity and 
particle radiative properties with frequency is very slow (Goody 
and Yung, 1989) while the gas absorption coefficient varies rap
idly. Therefore, the former quantities can be treated as constants 
within the gas absorption band. With this simplification applied 
to the spectral radiative transfer equation, the spectral intensity 
within a gas absorption band will be a function of the absorption 
coefficient of the gas only. Therefore, Eq. (3) for a gas absorption 
band with band width Av can be written as: 

1 l <?A„ = - 7 - I Q[Kag(v)]dv, 
Av JA</ 

(4) 

where 

ag,max 

1 
ag(max 

Fig. 1 Schematic diagram of gas absorption band 

Consider a band Av in which the absorption coefficient Ka 

= K„g(v) has a finite number of maxima and minima as shown 
in Fig. 1. The Av can be broken at the maxima (Kj,^mx) and 
minima (Kj,gMri) into subintervals Avhj = 1,2, ... ,N. Within 
these subintervals, the gas absorption coefficient is a monotoni-
cally increasing or decreasing function of wave number. The in
tegration with respect to v in Eq. (4) can be transformed into an 
integration over absorption coefficient Ka which is the so-called 
AT-distribution method (Domoto, 1974; Goody and Yung, 1989) 
as follows: 

4- I Q[Kag(v)]dv = 4~ 1 f Q[Kag(v)]dv 
Av JA,, S AV ._. JA„, j=l "auJ 

Q[Kag(v)] — 
* Av 

dv. 

dK„ 
dKa. (6) 

Rearranging Eq. (6) with the introduction of the step function 
yields 

Q[Kag(v)] = 2nAv I IAKa.M.it'Wdn'. (5) ~ I Q[Kag(v)]dv = f Q(Kag)f(Kag)dKag, (7) 

Nomenclature 

/ = coefficient for delta-Eddington 
phase function (Eq. ( 1 2 ) ) , / 
= 0.111 or function defined by 
Eq. (8) 

g = coefficient for delta-Eddington 
phase function, g = 0.215 

h = step function 
/ = intensity 

absorption coefficient 
extinction coefficient 
emission coefficient 
scattering coefficient 
particle number density 
scattering phase function 
modified phase function defined 
by Eq. (13) 

P = pressure 
Q = function defined by Eq. (5) 

K„ = 
Ks = 

#em = 

*Ts = 
N = 

P = 
P' = 

q = 
Qs = 
Ql = 

sc = 
T = 

W = 
x = 
a = 

6 = 
9 = 

© = 
M = 

radiative heat flux 
scattering efficiency 
modified scattering efficiency de
fined by Eq. (14) 
mean line intensity 
temperature 
slab width 
spatial coordinate 
integrated band intensity 
line width parameter 
line spacing or delta function 
slab polar angle 
single-scattering polar angle 
direction cosine of considered po
lar angle 9 (fj, = cos9) 
direction cosine of irradiation po
lar angle 9' or dummy argument 
density 

u> = band width parameter 

Subscripts 

a = absorption 
b = blackbody 
c = center 
e = extinction 

em = emission 
8 = gas 
i = species (gas, particles) 

j , k = dummy index 
max = maximum 
min = minimum 

p = particle 
s = scattering 
v = wave number 
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where 

dV; 

dK„. 
[h(Kas - KigMn) 

-h(Kas~Kis,mnJ], (8) 

and h is the step function. 
From Eq. (8) , it can be seen that f{Kas) is actually the ab

sorption coefficient distribution function and f(Ka )dKag is the 
probability density function of the absorption coefficient, which 
is between K„g and K„s + dK„s. This probability density function 
is obtained by standard statistical analysis based on the gas ab
sorption spectra. This frequency integration A^-distribution 
method can be combined with the "direct" method to calculate 
the total radiative heat flux by 

q = X <7A„ (9) 3660 3716.25 3772.5 
v (cm ) 

3828.75 3885 

It is clear that the wave number integration is replaced by an 
integration over the K„s space after the AT-distribution function 
/(K„s) is introduced. In short, the total flux for a gas absorption 
band is no longer dependent on the ordering of the highly non-
gray gas absorption coefficient with respect to wave number. The 
advantage of the A"-distribution method is, therefore, that the 
number of radiative heat flux calculations is greatly reduced com
pared with the line-by-line calculation. The number of flux cal
culations depends on the maximum absorption coefficient of a 
gas band, regardless of the spectral variation in gas absorption 
coefficient. Thus, this technique provides significant computa
tional advantage especially in studying the effect of the detailed 
line structure within gas bands in the presence of particle scat
tering. Since the frequency integration is performed in a way 
' 'independent'' of the method used to solve the radiative transfer 
equation, the calculation of the radiation from a gas and particle 
mixture is easily implemented by choosing an appropriate trans
fer equation solution method. In this study, the spectral intensity 
is obtained by solving the multicomponent radiative transfer 
equation (Eq. (1)) by using the discrete-ordinate method, which 
calculates the spectral intensity resulting from the nongray gas 
and the emitting, absorbing, and anisotropic scattering particles. 

Results and Discussion 

Problem Description. A one-dimensional sample problem is 
used to demonstrate the A"-distribution method. The geometry 
considered in this paper is an infinite parallel slab with cold and 
black boundaries, which contains a uniform mixture of carbon 
particles, C02 , and N2. The width of the slab considered is 5 m. 
The mixture temperature is 1000 K and the total mixture pressure 
is 1 atm. The CG*2 mole fraction of 0.21 and the carbon particle 
size of 30 /mi is considered. The carbon particle concentrations 
N of interest are 2.0 X 107, 2.0 X 10s, and 2.0 X 109 particle/ 
m3. This problem was selected to match the specifications of a 
round-robin test problem considered as part of a Symposium on 
Solution Methods for Radiative Heat Transfer in Participating 
Media (Tong et al., 1992). 

Gas Absorption Coefficient. The gas absorption coefficient 
for C0 2 is determined by the Elsasser narrow-band model 
(Goody and Yung, 1989) in this study: 

Ka,(v) = p 
Sc sinh (2/3) 

6 cosh (2/3) - cosh (2n(v - vc)l6) ' 
(10) 

Table 1 Maximum absorption coefficient for C02 bands (P = 
mole fraction = 0.21, T = 1000 K) 

1 atm, C02 

COjband 

KaB,max (cm-1) 

2.0 nm 

9.6xl(H 

2.7|im 

l.OxlO-1 

4.3nm 

4.0x10° 

9.4 Jim 

4.8x10-3 

10.4 urn 
9.1x10-3 

15 Urn 

1.6x10" 

Fig. 2 Gas absorption coefficient, particle scattering, and absorption co
efficients for 2.7 fim C02 band (8 = 1.0 cm"1, N = 2.0 x 109 m~3) 

where v is wave number, the subscript c represents the band 
center, p is absorbing species partial density, f3 is line width pa
rameter, 5 is line spacing, and SJ6 is mean-line-intensity-to-
spacing ratio or spectrally smoothed mass absorption coefficient. 
The value of Sc/6 is given by the Edwards' exponential wide
band model (Edwards and Balakrishnan, 1973) as: 

—a \v—vc\/fjj (11) 

where a is integrated band intensity, LJ is band width parameter, 
and a = 1 for head-forming bands (i.e., 4.3 pern band) and 2 for 
non-head-forming bands. The correlations for a, /3, u) can be 
obtained from Edwards and Balakrishnan's paper (1973). The 
value of 8 is a function of wave number, pressure, and temper
ature (Ludwig et al., 1973). For practical purpose, the value of 
6 is assumed to be 1.0 cm"1 in this study in order to account for 
the highly nongray nature of the gas absorption coefficient. 

Radiative Properties of Carbon Particles. The absorption 
and scattering efficiencies of 30-/tm-dia spherical carbon parti
cles have been computed (Foster and Howarth, 1968; Tong et 
al., 1992) using Mie theory and the optical constants for carbon 
specimen number 2 in Foster and Howarth (1968). The scatter
ing phase function is represented by the gray delta-Eddington 
function (Menguc and Viskanta, 1985; Tong et al., 1992) as 

p(&) = 2fS(l - cos 0 ) + (1 - / ) ( 1 + 3g cos ©), (12) 

where / = 0.111 and g = 0.215. However, the first term on the 
right-hand side of the delta-Eddington function is the radiation 
scattered into the forward direction, which means that this portion 
of radiation is actually not attenuated due to scattering by the 

Table 2 Band-by-band radiative heat flux (W/cm2) at boundary (P 
atm, C02 mole fraction = 0.21, T = 1000 K, S = 1.0 cm 1) 

CC^band 

2.0 nm 
2.7 (Im 

4.3 |xm 

9.4 |im 

10.4 nm 

15.0 nm 

N=2.0xl07m-3 

DO 

1.902xl0-2 

3.298x10-! 

5.218X10-1 

6.113xl0-2 

4.987x10-2 

1.846X10-1 

MC 

1.871xl0-2 

3.307x10-1 

5.549x10-1 
6.050x10-2 

4.919x10-2 

1.817x10-1 

N=2.0xl08m-3 

BO 
3.354x10-2 

3.845x10-1 

5.670x10-1 
9.065x10-2 

8.003x10-2 

2.108x10-1 

MC 
3.336x10-2 

3.827x10-1 

5.811x10-1 
9.005x10-2 

7.949x10-2 

2.086x10-1 

N=2.0xl09m-3 

DO 
3.916x10-2 

3.916x10-1 

5.729x10-1 
9.846x10-2 

8.826x10-2 

2.119x10-1 

MC 
3.899x10-2 

3.903x10-1 

5.687x10-1 

9.810X10"2 

8.780x10-2 

2.101X10-1 

DO calculated by the K-disthbution method associated with discrete-ordinate method 
MC calculated by the Monte-Carlo method 
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- q (DO, N=2.0E7) 

-q(DO,N=2.0E8) 

q (MC, N=2.0E7) 

q (MC, N=2.0E8) 

q (MC, N=2.0E9) 

1.0 cm"1 

0 0.1 

Fig. 3 Radiative heat flux for 2.0 nm C02 band (5 = 1.0 cm 1) 

q (DO, N=2.0E7) 

-----q(DO,N=2.0E8) 

q(DO,N=2.0E9) 

o q (MC, N=2.0E7) 

* q (MC, N=2.0E8) 

• q (MC, N=2.0E9) 

5 = 1.0 cm" 

0 0.1 0.2 0.3 0.4 0.5 

Fig. 5 Radiative heat flux for 9.4 /im C02 band [S = 1.0 cm"1) 

particle. Therefore, the delta-Eddington phase function can be 
modified by removing the forward-scattering spike to 

p'(&) = 1 + 3gcos© (13) 

and the scattering efficiency Qs is reduced by the fraction of ' 'un-
scattered" or forward-scattered radiation 

G; = <!-/)& (14) 

With these modifications, the resulting modified radiative system 
is identical to the original radiative system (Joseph and Wis-
combe, 1976) and the difficulty in dealing with the delta function 
can be avoided. 

Band-by-Band Flux. Six C02 bands are considered in this 
study, including the 2.0 fim, 2.7 /xm, 4.3 /xm, 9.4 /zm, 10.4 fj,m, 
and 15 fjm bands. The maximum absorption coefficients for these 
bands (P = 1 atm, C0 2 mole fraction = 0.21, T = 1000 K) are 
presented in Table 1. It is clear that the maximum absorption 
coefficient for different bands varies over a very wide range with 
relatively large values appearing in the fundamental (4.3 fim and 
15 fira) bands and relatively small values in the overtone and 
combination-difference bands. Figure 2 shows the gas absorption 
coefficient, particle absorption coefficient, and particle scattering 
coefficient for the 2.7 /zm band with 6 = 1.0 cm"1 and N = 2.0 
X 109 m~3. It is obvious from Fig. 2 that the gas absorption 
coefficient changes rapidly for the case of S = 1.0 cm"'. Figure 

2 indicates that the gas radiation for the 2.7 fim band dominates 
the radiative heat transfer near the band center while the particles 
become important only at the edge of the band. For the stronger 
bands such as 4.3 fim and 15 fim bands, the gas radiation may 
dominate the radiative heat transfer within the band. On the other 
hand, the particles may dominate the radiation for the 2.0 fim, 
9.4 fim, and 10.4 fim bands. 

The total radiative heat flux for the C0 2 bands is calculated by 
the K-distribution method associated with the discrete-ordinate 
method. In order to examine the accuracy of the ^-distribution 
method, the Monte-Carlo simulation is also performed. Table 2 
presents the numerical results of the total radiative heat flux at 
the boundary (i.e., x = 0) for each C0 2 gas band for S = 1.0 
cm"'. From Table 2, it can be seen that the radiative heat fluxes 
at the boundary obtained from the /f-distribution method are in 
good agreement with the Monte-Carlo results. For the strong 
bands, such as 4.3 fim and 15.0 fim bands, an increase in particle 
number density (N) does not increase the heat flux at the bound
ary significantly. This is due to the fact that the gas absorption 
coefficient is much larger than the particle absorption and scat
tering coefficients. For the weaker bands, the flux at the boundary 
increases as the particle number density increases. 

The heat flux distribution within the gas and particle mixture 
for the 2.0 /im, 2.7 fim, and 9.4 //m bands are plotted in Figs. 3 -
5. The symbol " D O " in these figures denotes that the radiative 
heat flux is calculated by the /f-distribution method associated 

n — i — i — i — [ — i — r 1 ' 1 

. 

o 

© 

• 

- q (DO, N=2.0E7) 

-q(DO,N=2.0E8) 

-q(DO,N=2.0E9) 

q (MC, N=2.0E7) 

q (MC, N=2.0E8) 

q (MC, N=2.0E9) 

5 =1.0 cm-1 

^ - r -

0 0.1 0.2 0.3 0.4 0.5 
x/W 

Fig. 4 Radiative heat flux for 2.7 fim C02 band (S = 1.0 cm 1) 
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• q (MC, N=2.0E9) 
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Fig. 6 Total radiative heat flux (S = 1.0 cm 1) 
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Table 3 Total radiative heat flux (W/cm2) (P = 1 atm, C02 mole fraction 
= 0.21, T = 1000 K, S = 1.0 cm"1, W = 5.0 m) 

N (m-3) 

X 

0 

W/8 

W/4 

3W/8 

W/2 

N=2.0xl07 

DO 

1.717x10° 

8.044X10-1 

4.994x10-! 

2.422x10-1 

0.000x10° 

MC 

1.737x10° 

8.242x10"! 

5.197x10-1 

2.487x10"! 

0.000x10° 

N=2.0xl0» 

DO 

4.211x10° 

2.447x10° 

1.516x10° 

7.295x10-1 

0.000x10° 

MC 

4.204x10° 

2.467x10° 

1.531xl0°' 

7.380x10"! 

0.000x10° 

N=2.0xl09 

DO 

5.068x10° 

6.220x10-1 

1.025x10-1 

1.728xl0"2 

0.000x10° 

MC 

5.040x10° 

6.253x10-1 

9.762X10"2 

2.047xl0-2 

0.000x10° 

DO calculated by the K-distribution method associated with discrete-ordinate method 
MC calculated by the Monte-Carlo method 

with the discrete-ordinate method while " M C " represents the 
flux obtained by the Monte-Carlo method. Figure 3 is the heat 
flux distribution for 2.0 /urn band with 5 = 1.0 cm"1. This figure 
indicates that the particle radiation dominates throughout the 
whole band width. Therefore, the increase in particle concentra
tion significantly affects the radiative heat flux for this gas band. 
Figure 4 is the result for the 2.7 fim band where the gas absorp
tion coefficient is much greater than the scattering and absorption 
coefficients of the particles. In addition, the gas absorption co
efficient and path length are large enough that the mixture is 
optically thick. Therefore, the variation in the number density of 
particles does not influence the boundary flux significantly. The 
results for the 9.4 fxm band are presented in Fig. 5. This band has 
gas absoiption coefficient comparable with the particle absorp
tion and scattering coefficients. The heat flux distribution de
pends on the magnitudes of both the gas and particle radiative 
properties. 

Total Flux. The total flux for the entire spectral region is 
shown in Fig. 6. Figure 6 is the radiative heat flux distribution 
for three different particle number densities (TV = 2.0 X 107, 2.0 
X 108, and 2.0 X 109 m"3) with line spacing 6 = 1.0 cm"1. The 
radiative heat fluxes at x = 0, W/8, W/4, 3 W/8, and W/2 m are 
listed in Table 3 for 5 = 1.0 cm"1. From Fig. 6 and Table 3, it 
can be seen that the comparison between the ^"-distribution so
lutions and the Monte-Carlo solutions is again very good. 

The radiative heat flux at x = 0 increases when the particle 
number density (N) increases as would be expected. However, 
it should be noted that the total flux at locations away from the 
boundary does not necessarily increase monotonically as the par
ticle number density increases. The small magnitude in total flux 
near the center of the slab for the high particle loading case is 
due to the fact that the radiative heat flux is asymptotic to a 
function of dlhldx, which is 0 for an isothermal medium, as the 
optical thickness increases. The value of 5 has only a minor in
fluence on the total flux for the entire spectral region because the 
magnitude of radiation from C02 gas is much smaller than the 
radiation from particles for the particular parameters selected for 
this round-robin problem. Other parameters, particularly higher 
effective albedos, would show a greater importance of line struc
ture and greater usefulness for the ^-distribution method when 
the gas absorption coefficient is comparable with the extinction 
coefficient of particles. This is especially important when the gas 
absorption coefficient is comparable with particle extinction co-

Table 4 Divergence of total radiative heat flux (W/cm3) calculated by the 
K-distribution method (P = 1 atm, C02 mole fraction = 0.21, T = 1000 K, 
W = 5.0 m) 

N (m-3) 

0 

W/8 

W/4 

3W/8 

W/2 

N=2.0xl07 

3.067x10-1 

5.713x10-3 

4.353x10-3 

3.946x10-3 

3.842x10-3 

N=2.0xl08 

3.262x10-1 

1.698x10-2 

1.340x10-2 

1.195x10-2 

1.153x10-2 

N=2.0xl09 

5.014x10-1 

1.836x10-2 

2.895x10-3 

5.095x10-" 

1.753xl0-4 
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Table 5 Comparison of CRAY Y-MP cpu time (s) used by the K-distri-
bution method and Monte-Carlo method for calculating total radiative 
flux with line spacing: S = 1.0 cm - 1 

N (m-3) 

Method 

CPU time (sec) 

N=2.0><10? 

_ D O _ J 

190. 

MC 

5460. 

N=2.0xl08-

DO 

275. 

MC 

6725. 

N=2.0xl09 

DO 

250. 

MC 

7790. 

DO calculated by the K-distribution method associated with discrete-ordinate method 
MC calculated by the Monte-Carlo method 

efficient within a gas absorption band where the band models are 
unable to reflect the nature of the rapidly changing optical thick
ness from very optically thin to extremely optically thick and so 
forth over a very small range of wave numbers. 

Table 4 tabulates the divergence of total radiative heat fluxes 
for different particle number densities (N = 2.0 X 107, 2.0 
X 108, and 2.0 X 109 m"3) with 5 = 1.0 cm"1 at x = 0, W/8, 
W/4, 3W/8, and W/2 m. The maximum divergence of total flux 
occurs at x = 0 and attenuates rapidly as x increases. Again the 
divergence of total radiative heat flux at x = 0 increases as the 
particle number density (A/) increases while the divergence of 
total flux at locations away from the boundary does not neces
sarily increase monotonically as the particle number density in
creases. 

The CPU time required for calculating the total radiative flux 
with line spacing 8 = 1.0 cm"1 for the AT-distribution method and 
the Monte-Carlo method on the CRAY Y-MP is summarized in 
Table 5. It is clear from this table that the CPU time required by 
the A-distribution method is much smaller than the CPU time 
required by the Monte-Carlo method. This computational advan
tage is achieved with essentially no loss in accuracy. Hence the 
AT-distribution method is capable of examining the influence of 
detailed line structure of gas band radiation in the presence of 
scattering without line-by-line spectral integration. 

Finally it should be noted that the AT-distribution method is 
inefficient when the particle loading, medium temperature, and/ 
or gas concentration are not homogeneous. In this case, the .re
distribution analysis needs to be performed at every spatial nodal 
point so that the AT-distribution becomes inefficient. For the case 
of inhomogeneous mixtures, the correlated .fir-distribution 
method (Goody and Yung, 1989), which expresses the function 
f{Kas) in terms of cumulative probability, can be used. This 
problem is addressed elsewhere (Goody et al., 1989). 

Summary 
The AT-distribution method provides great computational effi

ciency and is easy to implement in calculating the radiation from 
highly nongray gas bands in the presence of emitting, absorbing, 
and anisotropic scattering particles. In addition, the AT-distribu-
tion solutions are in good agreement with the Monte-Carlo so
lutions. The solution method for the radiative transfer equation 
can be arbitrarily chosen provided that the AT-distribution method 
is used to handle the spectral integration. It gives effectively line-
by-line accuracy without the infeasible line-by-line spectral in
tegration. 
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The Cylindrical Electrostatic 
Liquid Film Radiator for 
Heat Rejection in Space 
A new space radiator concept has been proposed (Kim et al., 1991, 1992a, b, 1993) 
in which a thin film of hot liquid, flowing along the inside of a closed membrane, rejects 
waste heat by radiation to the surroundings. In previous versions, the radiator rotates, 
supplying most of the driving force for the liquid flow. In the present design, the cylinder 
is stationary, and the liquid flows circumferentially under its initial momentum. Mod
erately large Reynolds numbers are required to overcome viscous drag, and prevent 
excessive thickening of the film. The major design consideration involves the application 
of an internal electrostatic field to pull the liquid away from the site of a membrane 
puncture due to micrometeorite impact. Calculations are presented that show that leaks 
can be stopped with a safety factor of two or more, while the surface wave thus produced 
is washed harmlessly out of the system. Some preliminary heat transfer performance 
characteristics are presented. The advantages of this concept include the absence of 
moving parts and the ease of deployment, compared to rotating units, and a factor of 
at least three for the reduction of the weight per unit surface area compared to heat 
pipes. 

1 Introduction 
Current designs for space radiators for an orbiting space sta

tion, or for a lunar base, make use of heat pipes, because of their 
ruggedness and simplicity. However, their specific weight rela
tive to power is a serious consideration, because of their internal 
wick structure, relatively thick walls and/or bumpers to with
stand micrometeorite impacts, and the consequent need for re
dundancy as large as 20 percent. Furthermore, their large internal 
pressure, compared to the surroundings, presents the possibility 
that a jet of frozen particles will result from even a small punc
ture. These particles may require considerable time to sublime at 
space temperatures, and may coat sensitive optics and instru
mentation. Hence, it is better to design for zero coolant loss. 

The weight problem is particularly important if large amounts 
of power are required. However, it can also be significant for 
smaller electrical loads, such as air-conditioning and cooling of 
electronic cooling equipment, because of the low radiator tem
peratures. To overcome these problems, droplet and membrane 
radiators, among others, have been proposed. However, the drop
let sprays may suffer from excessive coolant loss, and the 
membrane radiators are vulnerable to puncture by space debris 
or micrometeorites. These may not lead to leaks if the membrane 
is not wetted by the coolant, in view of the large capillary pres
sures across the meniscus. This is because a meniscus must be 
formed at the mouth of a hole before leakage can begin, and the 
minimum radius of the meniscus will be equal to the radius of 
the hole if the contact angle is 90 deg. However, this cannot be 
relied upon for practical use. Hence, a backup system is required 
to stop a leak once it occurs. Kim et al. (1991) proposed the use 
of internal electrostatic fields to stop a leak of a dielectric fluid 
from a membrane radiator. The concept was termed the electro
static liquid film radiator (ELFR). For nuclear power a liquid 
metal (lithium) is used for radiator temperatures between 500 K 
and 800 K; for lower temperature applications, organic liquids 
are suggested. For temperatures above about 800 K, tin or a mol
ten salt may be employed. 

Contributed by the Heat Transfer Division for publication intheJouRNALOFHEAT 
TRANSFER. Manuscript received by the Heat Transfer Division January 1993; revi
sion received January 1994. Keywords: Space Power Systems, Thin Film Flow. 
Associate Technical Editor: Y. Bayazitoglu. 

The nonrotating cylindrical radiator described herein consists 
of two concentric thin membranes, closed at both ends to prevent 
escape of vapor. The coolant liquid is injected circumferentially 
along a line parallel to the axis, forming a thin film flowing along 
the outer wall of the annular space between the inner and outer 
membranes. The liquid flows under its initial momentum around 
the circumference, and is picked up by deflector vanes at the exit 
point. It then is returned to the circulating secondary system for 
heat exchange with the primary coolant. In this respect, the de
sign is similar to the heat-pipe pumped-loop system. However, 
it may eventually be feasible to dispense with the secondary liq
uid loop altogether by using the primary coolant in the radiator 
in some applications, resulting in a further dramatic increase in 
power-weight ratio. The membranes may be very thin (less than 
100 fim) because of the low vapor pressure of the inlet liquid 
(0.03 Pa for lithium at 700 K). Outgassing is accomplished 
through small holes at the ends. Because of the low vapor pres
sure, evaporation losses are negligible. The inner membrane is 
covered by an array of segmented electrodes formed on its sur
face by metallizing, with corresponding segments placed oppo
sitely on the outer surface of the radiator. These membranes may 
be flexible, so that the radiator can be rolled up for launch, and 
unfurled once in space. The conductive outer segments are of 
carbon in order to give a high emissivity, and also a high contact 
angle with the coolant liquid. A small van de Graaf generator 
(about 1 kg in weight) within the space vehicle is connected by 
isolated wires to each inner electrode. When a leak is detected 
by the change in resistance of one of the outer conductive seg
ments, the electrostatic field is locally switched on by charging 
the opposite inner metallized foil. The electrostatic field exerts a 
normal tensile stress on the liquid, tending to stop the leak. The 
carbon segments can also be used to melt frozen coolant for 
startup in space. 

. The principal design question is to determine the specific pa
rameter regimes where it will be possible to stop a leak, i.e., 
where the pressure over the puncture is sufficiently below the 
sum of the hydrostatic pressure within the liquid film and the 
vapor pressure. Since the capillary pressure for a static liquid 
metal hemisphere standing at the mouth of a 1 pm puncture is 
very large (—0.5 MPa), the use of the electrostatic field will be 
needed only for large punctures. Even for small contact angles, 
capillary forces will be sufficient to prevent leakage, in view of 
the vapor pressure of 0.03 Pa. However, once a leak starts, the 
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capillary contribution to the pressure balance at the puncture dis
appears. A careful analysis is therefore needed to establish the 
feasible working ranges of the ELFR. In this paper, this is done 
by solving, both analytically and numerically, models for the film 
motion in the presence of an electric field. Several different limits 
of the equations of motion are considered, and the implications 
of each limiting case are discussed. 

Two related kinds of electrostatic liquid film radiator (ELFR) 
concepts have already been explored. These are the plane-flow 
radiator (Kim et al., 1992a) as a local approximation for a radi
ator with small radial curvature, and the rotating conical or ta-
pered-disk radiator (Kim et al., 1992b, 1993; Bankoff et al., 
1993). The latter designs give freedom to optimize the effective 
driving force and hydrostatic pressure for film stability and 
weight minimization, but are complicated by rotating return 
pumps and piping, and are hence more subject to mechanical 
failure. On the other hand, the nonrotating cylindrical radiator is 
very simple and mechanically rugged, but is limited by the fact 
that the centrifugal force component is due only to the inlet fluid 
velocity in the circumferential direction. The momentum will de
crease due to viscous drag, and hence the film thickness will 
increase in the direction of flow. To prevent excessive film thick
ening, a relatively large inlet Reynolds number must be used. 
Also, the fluid path length can be reduced by using symmetrically 
placed multiple inlets and outlets. This precludes using lubrica
tion theory to model the dynamics of the film because the inertial 
effects appear at lowest order. Hence the Karman-Pohlhausen 
integral method is used to derive an evolution equation for the 
film thickness and the pressure. 

In this paper, therefore, the effect is investigated of an electro
static field on a thin liquid film flowing circumferentially within 
the inner wall of a nonrotating hollow circular cylinder. It is 
shown that a leak can be stopped with a safety factor of about 
two from a puncture as large as several millimeters in diameter, 
which is statistically of very low probability. Redundancy can be 
further provided by dividing the radiator into segments by inter
nal circumferential ribs. Any one segment can be shut off without 
affecting the other segments. 

The heat transfer aspects and design results for similar radia
tors are discussed by Bankoff et al. (1993). The lower limit of 
the Reynolds number in those cases are determined by film rup
ture and appearance of dry spots which reduce the heat transfer 
efficiency. This is not expected to be a problem here. 

free 
i surface 

chargeable 
foil 

x = o 
Fig. 1 Diagram of cylindrical tangential-flow radiator 

2 Formulation of the Problem 
The liquid is injected into the radiator at a specified flow ve

locity U0 through a small gap of height d at the entrance of the 
radiator (Fig. 1). The liquid flows as a viscous film circumfer
entially around the cylinder. A polar coordinate system (r, #) 
can be introduced with —ir s # < n. The entrance is located at 
6 = - 7 7 . 

For convenience a coordinate system ( i , y) is introduced, as 
shown in Fig. 1. This new coordinate system is defined by 

= R09, y = R0 (1) 

where R0 is the inner radius of the hollow cylindrical radiator. 
The polar velocity components (Vr, V0) are set to (— Vy, Vx), 

Nomenclature 

Ca = 2pU0/a = capillary number 
d = characteristic film thickness 

E" = electric field vector in vacuum 
E", = normal component of electric field 
E", — tangential component of electric 

field 
E = (£(ddV&t), H(d(f>/dy)) 
F = characteristic unit of electric field 
h = h/£RQ 

h = fluid interface in (r, 9) coordinates 
h = film thickness in transformed rec

tangular coordinate system 
H = distance from wall to electrode 
hc = critical height 
H = Hid 
K = e0dF2/l6TYpU0 

K = Ki 
I = length of charged foil 

p = (p + (a/Ra))/pU2
Q 

p = pressure 
vP, v„ 

P vap 

q 
f 

R 
Ro 

Re 

I 
t 

u0 

Vf 
K 

vx 
vv v,,v« 
V 

= 

= 
= 

= 
= 

= 

= 
= 
= 

= 
= 
= 
= 
= 

= 

vapor pressure at inlet 
temperature 
local flow rate 
radial distance from 
center of cylinder 
£Re 
radius of circular cylin
der 
pUod/n = Reynolds 
number 
tU0/R0 

time 
characteristic unit of ve
locity in the x direction 
fluid region 
vacuum region 
vju0 
Vy/£U0 
velocity component in 
the P, x, y, d directions 
fluid velocity vector 

X 

X 

y 
y 

«0 

e/ 

c 9 

V 
i 
p 
a 

4> 
f 
<£„ 
h 
$ 

= 
= 

= 
= 

= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 
= 
= 

xlRQ 

azimuthal distance along the cylin 
der 
y/^Ro 
distance coordinate normal to the 
wall 
dielectric constant of vacuum 
dielectric constant of fluid 
H/R0 

polar coordinate measured from 
inlet, — -K < 6 < -K 
fluid viscosity 
d/R0 

fluid density 
surface tension 
4>IFH 
electric potential 
electric potential in vacuum 
electric potential in fluid 
dimensionless electric potential 
along y = H 
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respectively. The free surface of the film r = h(t, 9) is changed 
to 

h(t,6) =R0- h(t,x), (2) 

where h{t, x) is the film thickness in the new coordinate system, 
with the liquid domain defined by - irR0 =s x < irRQ and 0 =s y 
< h{t,x). ^ • 

The inner membrane wall, at a distance H from the outer wall, 
is covered with conductive segments, one of which is charged 
with a high voltage. This charged foil (electrode) of arc length 
/, is centered over a puncture at x = 0. Define d as the inlet 
thickness of the film and 

S 
d_ 

R0 

It is assumed that £ <§ 1, so that the film is thin relative to the 
expected length scale of the disturbances in the circumferential 
direction. If dIH < 1 then the charged foil is very far from the 
wall relative to the thickness of the film. Therefore, to leading 
order in the ratio of dIH, one can assume that the charged foil 
does not see the film, and the electrostatic problem for the electric 
field decouples from the fluid dynamics problem. The ratio t, = 
H/R0 is assumed to be order one. 

It is also assumed that the charged foil is far from the fluid 
inlet and outlet points. Together with the thin-film limit, £ < 1, 
this allows the approximation of the electric field due to the foil 
by that resulting from a two-dimensional charged foil about a 
cylinder with a large circumference. Thus, it is assumed that the 
field decays to zero as the magnitude of x gets large, and the 
geometry is similar to the plane flow case. The electric field is 
determined by solving the Laplace equation 

V2<£ = 0, (4) 

for the electric potential <£(i, y) in the fluid, 4>f, and for the 
electric potential, 4>v, in the region above the fluid, but belov^the 
charged foil. The fluid region, Vf, is defined by 0 < y < h(x, 
5) and — ivRo ^ x < TJR0 (later it is assumed that IYR0 tends to 
infinity), where y = h(x, t) is the height of the film above the 
cylinder wall, and the vacuum region, V„, is defined by the strip 
— TVRQ =s i < 7TJ?0

 a nd h{x, t) =s y < H. The subscript or super
script / denotes quantities in Vf, and the subscript or superscript 
v quantities in V„, unless no confusion can occur. The boundary 
conditions are: 

<K*> H) = FH${x), for y 

4> = 0, for y = 0. 

H, 

(5) 

The function $ ( i ) is a given dimensionless function of x, and 
the product FH is a constant with units of electric potential. 
Along y = h(x, t) the boundary conditions are continuity of 
electric potential and continuity of the normal displacement field: 

4>f(x, h, t) = 4>v(x, h, t), tf 
d<t>f 

dn 
£o 

d<t>" 
dn 

(6) 

Here the partial derivative is in the direction of the outward unit 
normal, n, to the interface. The interface, y = h(x, ?), is un
known, so that the solution of this electrostatic problem is cou
pled to the dynamics of the film. However, since £ <§ 1, this 
decouples the electric field problem from the motion of the fluid 
(see Kim et al., 1992a, for a discussion of this decoupling). To 
solve for the electric field the two-dimensional unbounded result 
is therefore used (Kim et al., 1992a). 

The liquid film is governed by the incompressible Navier-
Stokes equations. Letting d be the unit of length in the y direction, 
$o the unit of length in the x direction, U0 the unit of velocity in 
the x direction (this will be chosen later), ££/0 the unit of velocity 
in the y direction, R0IU0 the unit of time, p Ul the unit of pressure, 
F the unit of electric field, e0 the unit of electrical permittivity, 

H = Hid the dimensionless foil height, and x = x/R0, y = 
y/£R0, h = h/^R0, t = ~tU0/R0, p = (p + (a/R0))/pUl V, 
= VJU0, Vy = Vy/^Uo, C = H/R0, 4> = 4>/FH the dimensionless 
electric potential and E = EIF the dimensionless electric field, 
the dimensionless equations of motion can be determined. Note 
that an augmented dimensionless pressure has been introduced, 
combining the normal stresses due to the liquid pressure and the 
base-state capillary pressure. The continuity equation becomes 

ox ay 
(7) 

(3) -H7 

while the x and y components of the momentum equation are 

dVy V, 

I 

. dVt dVx 
+ Vy ' -

£y dx y dy 1 - (y 
VyVv 

£y dx Re 

1 d2Vx 

V] 1 

( i - £ > 0 2 

1 d2Vx 

e dy2 

and 

, dVy 8Vy 

t,dy Re 

(1 - f r ) 2 dx2 

1 dVx 

- ( 1 - 6 0 C dy 
2£ dVy~ 

d - 6 0 2 dx 
(8) 

dV V2 

& dx 1 - £y 

£VV 
( l - ^ ) 2 

C d2V, 

1 dVy ld2Vy 

1 - & dy £ dy2 

2 dVx 

{\-&)2dx2 {\-&)2dx 

The characteristic Reynolds number is given by 

pUgd 
Re = 

M 

(9) 

(10) 

Along the solid wall, y = 0, the no-slip boundary condition is: 

V,= Vv = 0. (11) 

On the fluid interface, y = h(x, t), one has the kinematic con
dition, 

dh V, dh 
dt + \-£hdx~ 

the continuity of tangential stress, 

i 9Vy 
( l - ^ ) 2 ?m 

Vy, 

1 dVx 

(12) 

V, 
1 - ih dx i dy 1 - ih 

-«'-«l(f-r 1 dVx 

£,h dx 

and the continuity of normal stress, 

Ca\\ 1 - £h dx2 

dh\2(, (, 

+ i 1 -£h 

+ ^ f x ) [ X -

Re 
Y P + K 

{i-zh)2 + e 

d2h 

dh 

1 - & dx' 

dx 

{\-m2 + i 

= 0, (13) 

- 1 

i - 1 

+ z 

{{El)2 + ef(E1)2] 

1 dVx 

dh^2 

dx 

£ 

- « i - &) 
dh 

dx \l 

J dVy ldV, Vx 

- ih dx + £ dy + 1 - ih 

(14) 
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Here the capillary number 

Ca = 
2p,U0 

and the dimensionless constant of the electrostatic field 

e0dF2 

K = 
16irfj,U0 

(15) 

(16) 

have been introduced and the pressure above the liquid film has 
been set to zero. Also, the dimensionless electric field is defined 

ox ay 
(17) 

with the normal component E„ = E • n and the tangential com
ponent E, = E • r where r is the unit tangent to the interface. It 
is seen from Eq. (14) that the charged foil suspended above the 
liquid film influences the fluid motion only via the inhomoge-
neous term in the normal stress equation. 

The dimensionless constants, Re, Ca, and K all have to be 
specified, since these are three independent parameters in the 
description of the free surface flow. If a specific fluid in a given 
experimental situation is considered, the only free parameter is 
the characteristic velocity UQ. Then as U0 is varied, one finds that 
Re and Ca vary linearly with U0, while K is inversely propor
tional to U0. The results will be presented from this point of view, 
taking the physical parameters for lithium at 700 K (fi = 0.0038p 
and p = 493 kg/m3). Hence for fixed electric field strength F 
we will have K changing as the Reynolds number changes. 

Equations ( 7 ) - ( 1 4 ) determine the motion of the liquid film. 
Initial conditions are still required to solve for the evolution of 
the liquid. Since our primary concern is the effect of the electric 
field on this film flow, the entrance length is assumed to be very 
short, so that the flow quickly exhibits a parabolic velocity pro
file. 

3 Thin Film Limit 

Taking the thin film limit, £ < 1, in Eqs. ( 4 ) - ( 1 4 ) one can 
derive a nonlinear evolution equation for the height, h(x, t) of 
the film. The flow of the entering liquid is assumed to be uniform. 
Thus, the film thickness can be set to h = 1 at x - - n for the 
inlet boundary condition. This inlet boundary condition is rea
sonable for the long wavelength model, since the primary con
cern is the effect of the electric field on the stability of the film. 

One finds from the dimensionless versions of Eqs. ( 4 ) - ( 6 ) 
that, at leading order in £, the electric potential is a linear function 
of y, with coefficients which depend on x and t. Equations (5) 
and (6) then imply that 

bi = ^(x)L\h(x,t)\-
ef «/ 

H + H 

for 0<y<h(x,t) (18) 

and 

05 = * ( * ) [ l + iy-H) h(x, t)\~~ \ \ + H | 

for h(x,t)<y <H. (19) 

Additional corrections to the electric potential require the next-
order correction in h(x, t). 

Depending on the diameter of the hollow cylinder, a larger 
Reynolds number than 0(1) may be necessary for film stability. 
Hence the thin film limit is considered with Re = 0(1 /£) and 
U0 as the mean velocity of flow at the entrance of the radiator. 
Two ranges of dimensionless electrostatic field K are considered, 
i.e., K = 0 ( 1 ) and K = 0 ( l / £ ) . In order to consider the effect 

of the electrostatic field on the leading-order pressure, the pres
sure p is assumed to be of order £ when K = 0 ( 1), and order 
one when K = 0 ( l/£)- Under these conditions a nonlinear sys
tem of equations valid at leading order in £ can be derived from 
Eqs. ( 7 ) - ( 1 4 ) . However, it is not possible to solve these non
linear equations using lubrication theory. In order to obtain a 
simple evolution equation we use the Karman-Pohlhausen ap
proximation. This has recently been applied to other thin film 
problems with considerable success (Kim et al., 1992a, 1992b, 
1993; Prokopiou. et al., 1991; Rahman et al , 1989). Thus R 
= £ Re = 0 ( 1) is assumed, while all the other variables are of 
order one. 

3.1 Order One Electrostatic Constant: K = 0 ( 1 ) . Letp" 
= pl£ = 0 ( 1 ) . We can then obtain the leading order in £ equa
tions of motion from Eqs. ( 7 ) - ( 9 ) . Here we will assume that 
the fluid has perfect conductivity (ef -* °°). Integrating these 
equations is clearly difficult even though they represent only the 
leading order behavior of the thin film. In order to simplify the 
analysis the Karman-Pohlhausen quadratic-velocity-profile ap
proximation is introduced: 

Vx = 13. 
h 

Uy 
2 U 

where q is the local flow rate defined by 

Jo 
dy. 

(20) 

(21) 

To derive the nonlinear evolution equation, one first integrates 
the leading order equations, then substitutes Eq. (20) into the 
leading order horizontal momentum equation and integrates in y 
from 0 to h. Prokopiou et al. (1991) give additional details. The 
result of these calculations is a coupled set of equations for the 
height h and the flow rate q: 

at ox 

and 

dq d_ 
dt dx 5 h Rh2' 

(22) 

(23) 

This is a nonlinear hyperbolic system of equations, in which the 
film thickness h is not affected by the electrostatic field. The 
leading order pressure is 

P = - 3 ^ l l 5 h2 
3 / i z ; 
4 h3 20 hA 

+ *-*-• 

5 h 

2K 

R 
{El)2. (24) 

The design requires a negative pressure in the liquid under the 
charged foil in order to stop a leak out of a puncture. In particular 
we need p < — pvap. For this requirement one can calculate a 
critical film height hc from Eq. (24) for the pressure to equal 
-pVap on the wall at y = 0, 

K 
R 

5q 2K(El)2 - Rpv, 
(25) 

It is of interest to consider the steady-state solutions of Eqs. 
(22) and (23). From Eq. (22) we see that q is constant at steady 
state and with the inlet boundary condition h = l a t x = — 7r we 
can get the following leading order film thickness at steady state: 

h. 1 + 
5 1 (x + n) 

Iq R 
(26) 

so that the film thickness h increases linearly as x increases. With 
the limits K = 0 ( 1 ) and p = 0 ( 1 ) , note that the leading order 
pressure depends on h and q due to the effects of a centrifugal 
force produced from V, in the y -momentum equation. 
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3.2 Orderl/£ElectrostaticConstant:l(: = 0 ( l / £ ) . When 
K = O ( l ) the leading order film height is not affected by the 
electrostatic field, as seen from the previous section. Hence, to 
introduce the electrostatic field into Eq. (23), assume that K = 
Kli = 0(1 /£) and p = 0{\). Using these assumptions in Eqs. 
(7) - (9) the leading order terms in £ can be determined. We note 
that the leading order continuity of the normal stress along the 
interface y = h(x, t) is (Ca - » c o i e / ^ oo) leads to 

5.0 

P = 
2K 

(El)2 

M-* 
and 

dt dx \ 5 h 
3 q 2K d{Elf 

H h 
Rh2 R dx 

(28) 

(29) 

The leading-order pressure is given by Eq. (27), and is always 
negative in this analysis. 

The steady-state solution, determined from Eq. (29) with q = 
const, is 

dh 

dx 

5Kh*d(El)2 5_11_ 
3 R q2 dx IRq 

(30) 

This steady-state solution of the Karman-Pohlhausen approxi
mation is plotted in Fig. 2. In order to simulate a slowly varying 
potential, let $ = exp(-10.x2) in Eq. (19). This potential has 
the slowly varying form of the assumptions. For boundary con
ditions, let h = 1 and q = 1 at x = — n where the effect of the 
electric field is very small. In order to simulate an experimental 
situation, set R0 = 0.2 m, d = 2 mm, H = 0.02 m, £ = 0.01, and 
F = 2 KV/mm at UQ = 0.138, 0.275, 0.55 m/s with the other 
physical parameters for lithium at 700 K. These chosen velocities 
vary Re and K. In Fig. 2, results are plotted for Re = 356.8, 
713.6, 1427.1, which correspond to the above-mentioned values 
of U0, and the values of K = 27.2, 13.6, 6.8, respectively. Note 
that the film thins with increasing Re and the effect of the electric 
field is to cause a sudden decrease, then an increase in the steady-
state profiles. 

4 Numerical Solutions 
The approximate model given by Eqs. (28) and (29) for K = 

0 (1 /£ ) is now solved numerically, using a two-step Lax-
Wendroff method with diffusion and antidiffusion (Sod, 1985). 
Numerical convergence checks were done. When K = 0 ( 1) the 
evolution equation is not affected by the electric field. The limit 
where H > 1 is taken, so that the charged foil is far away from 
the wall of the flowing film. As noted before, this decouples the 
electrostatic problem from the fluid problem. 

Suppose that the fluid is a perfect conductor and that $ at y = 
H is given by 

$(*) = 
1 for -

/ I 
2 X^2 

0 otherwise. 
(31) 

Here again, it is assumed that ±ir tends to ±oo, so the electrostatic 
problem is two dimensional and defined on an infinite interval. 
In the limit where the thin film is not seen at leading order in £ 
by the charged foil, the solution of this electrostatic problem can 
be found in Morse and Feshbach (1953). In terms of the normal 
component of the electric field along the plane y = 0 we have 

Re = 356.8 
Re = 713.6 
Re = 1427.1 

66.0 -

(27) * 

With the same procedures as in the K = 0 ( 1 ) case, and again 6! 
using the Karman-Pohlhausen approximation, the following 
evolution equations result: ^ 

4.0 -

2.0 

0 . 0 -\ 1 1 
-7T 0 TT 

X 

Fig. 2 Steady-state solutions in the Karman-Pohlhausen model Eq. (45) 
with F = 2 KV/mm, R0 = 0.2 m, d = 0.002 m, and H = 0.02 m (Re = 356.8, 
713.6,1427.1) 

E"„ = - 1 + 
1 

1 + e -UHHWn-x) 1 _|_ c - ( i r / f t f ) (M2+jO 
(32) 

Equation (32) can now be used in Eq. (29) and the resulting 
system can be solved numerically. The normal electric field as 
given by Eq. (32) is used. This clearly violates the slowly vary
ing assumptions of the derivation of the approximate models, but 
it will illustrate the usefulness of these models. In Kim et al. 
(1992a) it has been shown that even though the slowly varying 
assumption is violated by Eq. (31), good results can be expected 
from Eqs. (28) and (29). 

As an illustrative set of calculations, take F = 2 KV/mm, H 
= 0.02 m, d = 0.002 m, RQ = 0.2 m, £ = 0.01, and U0 = 0.275 
m/s and all physical properties for lithium at 700 K. This will 
give Re = 713.6 and K = 13.6. Also, select H = 0.2 m and / = 
0.005 m. Initial conditions are given by the steady-state shapes 
of the Karman-Pohlhausen method, Eq. (30), without the elec
tric field. At t = 0 the electric field is turned on and a disturbance 
is generated. Figure 3 shows the dimensionless film thickness h 
as a function of x for t„ = n (0.125), n = 1, . . . , 16. As time 
increases a disturbance begins along the precursor trough, and 
develops into a shock. This is harmless to the operation of the 
ELFR, since it occurs downstream of the foil and has a small 
amplitude. Hence it will be washed away. 

To make the shock profile weaker, the inlet velocity U0 is 
doubled from that in Fig. 3, i.e., U0 = 0.55 m/s, while the other 
parameters are unchanged. This raises the Reynolds number and 
decreases K, to Re = 1427.1 and K = 6.8. Figure 4 shows the 
height h for t„ = n(0.1), n = 1, . . . , 16. As in Fig. 3, the height 
of the film under the foil at first decreases with increasing x, and 
then increases. 

From Eq. (27) and the fact that at leading order p is indepen
dent of y, the augmented pressure at the wall is negative, and 
must be greater in magnitude than the vapor pressure of the fluid 
at the inlet temperature in order to stop a leak. Note that this 
capillary pressure considered here is due to the curvature of the 
cylinder. This is relatively small, but for liquid metals, which 
have high surface tension, this capillary effect is of the order of 
2 Pa for a 0.1 m radius cylinder, which is considerably larger 
than the electrostatic contribution, which depends on the mag-
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nitude of the electric field. This contribution is thus very impor
tant, allowing an increase of the inlet lithium temperature from 
700 K (/?vap = 0.03 Pa) to 800 K (/?vap = 0.98 Pa), with a safety 
factor of two for leak stoppage. Furthermore, the capillary pres
sure opposing leakage from a small puncture is much larger, 
amounting to several atmospheres for liquid lithium. On the other 
hand, for radiator temperatures less than 400 K an organic liquid 
must be used as the coolant. The base-state capillary-pressure 
contribution is then an order of magnitude lower, and the elec
trostatic-field contribution to leak stoppage, once a leak has been 
established, is needed. The present analysis applies to this case 
equally well. For radiator temperatures above about 800 K, mol
ten salts may be used, again requiring a backup system because 
of their relatively low surface tension. 

5 Design Considerations 
Figures of merit for space radiators are power per unit area, 

and weight per area. The outer membrane is a composite, con
sisting of a metal (niobium) liner to resist corrosion by the lith
ium, an insulating nonconductive layer, and an outer thin coat of 
graphite segments, which are wired to serve as leak detectors, or, 
if need be, heaters to melt frozen coolant. In contrast to heat 
pipes, the pressure difference across the radiator walls is virtually 
zero, so that a very thin membrane (100 ^m) can be used. The 
weight of the liquid is neglected, since a secondary coolant is 
needed for all radiator systems. With heat pipes, this liquid is 
separate from the liquid sealed within, but with this radiator, the 
secondary liquid is used directly in the radiator. Hence, for inner 
and outer membrane radii of 0.18 m and 0.2 m, and a mean 
density of 2 X 103 kg/m3 the weight per unit external surface 
area is of the order of 0.5 kg/m2. This contrasts with a recent 
figure of 6-7 kg/m2 for carbon-carbon heat pipes. Even allow
ing for the (small) van de Graaf generator and the piping, there 
seems to be a large weight advantage for this type of radiator. 
Additional discussion is given by Bankoff et al. (1993). 

Assuming an emissivity of 0.9 and a mean radiator temperature 
of 700 K, this gives a radiator power of about 10 kW/m. Hence 
a 1000 kW (thermal) power plant would require an array of 
cylinders totaling 100 m in length with a view factor close to 
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Fig. 3 Free surface h versus x as determined by Eqs. (43) and (44) for t 
= n(0.125), n = 1 , . . . , 16 with F = 2 KV/mm, fl„ = 0.2 m, d = 0.002 m, H 
= 0.02 m, Re = 713.6, K = 13.6 and the other parameter for lithium at 
700 K 
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X 

Fig. 4 Free surface h versus x as determined by Eqs. (43) and (44) for f 
= n(0.1), n = 1 16 with F = 2 KV/mm, R0 = 0.2 m, d = 0.002 m, H = 
0.02 m, Re = 1427.1, K = 6.8 and the other parameter for lithium at 700 K 

unity. If the radiator temperature is raised to 800 K, the required 
area is reduced by more than 40 percent. If oppositely spaced 
inlet and outlet ports are used, the cylinder diameter can be in
creased by a factor of four, with a corresponding decrease in the 
total length. With these modifications, the total cylinder length 
is about 15 m, with an outer diameter of 0.8 m. This would appear 
to be a feasible configuration. 

6 Conclusions 
A novel type of space radiator, consisting of a stationary thin-

membrane cylinder, with coolant flowing circumferentially along 
the inner wall, is examined herein. The advantages of this radiator 
over heat pipes is the large difference in weight per unit effective 
surface area. The advantage of this radiator over rotating ELFR 
designs is the absence of moving parts. Furthermore, the cylin
drical curvature results in a capillary restraining pressure, which 
adds to the electrostatic-field pressure, and may make the elec
trostatic system unnecessary for liquid metals. For organic cool
ants, however, the capillary pressure effect probably needs to be 
supplemented by the electrostatic-field pressure. The nonlinear 
coupled evolution equations for the film thickness as a function 
of space and time have been solved for typical parameter values. 
These show that the surface waves produced by the electrostatic 
field are convected out of the puncture region, and are washed 
harmlessly away. It would appear, therefore, that this type of 
radiator would possess significant advantages over heat-pipe ra
diators. 
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Thermal Modeling of Absolute 
Cryogenic Radiometers 
This work consists of a detailed thermal modeling of two different radiometers 
operated at cryogenic temperatures. Both employ a temperature sensor and an 
electrical-substitution technique to determine the absolute radiant power entering 
the aperture of a receiver. Their sensing elements are different: One is a germanium 
resistance thermometer, and the other is a superconducting kinetic-inductance ther
mometer. The finite element method is used to predict the transient and steady-state 
temperature distribution in the receiver. The nonequivalence between the radiant 
power and the electrical power due to the temperature gradient in the receiver is 
shown to be small and is minimized by placing the thermometer near the thermal 
impedance. In the radiometer with a germanium resistance thermometer, the random 
noise dominates the uncertainty for small incident powers and limits the ultimate 
sensitivity. At high power levels, the measurement accuracy is limited by the un
certainty of the absorptance of the cavity. Recommendations are given based on 
the modeling for future improvement of the dynamic response of both radiometers. 

Introduction 
Optical radiometers measure radiant power or irradiance in 

the spectral region from ultraviolet to far-infrared. These de
vices play an important role in the measurements of the solar 
constant and solar irradiance (Frohlich, 1991; Zhang et al., 
1987), the evaluation of the earth radiation budget (Mahan et 
al., 1989), and the determination of the Stefan-Boltzmann 
constant and thermodynamic temperatures (Quinn and Martin, 
1985). Thermal modeling and design are crucial for the con
struction of high-accuracy absolute radiometers. 

Figure 1 shows a schematic of the receiving portion of an 
absolute cryogenic radiometer (hereafter ACR) made by Cam
bridge Research and Instrumentation, Inc. [1], A conical re
ceiver, made of oxygen-free high-conductivity (OFHC) copper 
and Aeroglaze (formerly Chemglaze) Z302 specular black paint 
[2], is thermally isolated from a heat sink by a thin AISI 304 
stainless steel tube. Two germanium resistance thermometers 
(GRTs) are attached to the receiver, and two electrical heaters 
are wrapped around the receiver. The electrical leads of the 
heaters and GRTs are niobium-titanium wire that is super
conducting at temperatures below 9 K. The heat sink is linked 
to a liquid-helium bath, and its temperature is stabilized by a 
temperature controller using the heater and a GRT on the heat 
sink. The aperture is made of Invar, and its area is determined 
with an uncertainty of 0.05 percent (Datla et al., 1992). 

Absolute radiometers can be operated in either a passive 
mode (open loop) or an active mode (closed loop). In the 
passive mode, radiation enters the receiver and causes its tem
perature to rise relative to the heat sink. When the receiver 
reaches steady state, a shutter in front of it (not shown in Fig. 
1) is closed and the electrical heater is turned on. The electrical 
power is increased until the receiver reaches the same temper
ature as that with radiative heating. The radiant power ab
sorbed by the receiver is determined by measuring the electrical 
power supplied to the heater. In the active mode, electrical 
power is supplied to the heater before the shutter is opened. 
When the shutter is opened, the electrical power is reduced to 
maintain the same temperature. The reduction in the electrical 
power is equal to the radiant power. Both the passive and 
active modes are based on the principle of electrical substi-
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Fig. 1 Schematic of an absolute cryogenic radiometer, where GRT re
fers to germanium resistance thermometer 

tution. The error caused by the nonequality between the elec
trical and radiant powers is known as nonequivalence. 

The ACR shown in Fig. 1 is installed in a low-temperature 
chamber at the Low-Background Infrared (LBIR) facility at 
NIST, for testing and calibrating blackbody sources, infrared 
detectors, and other optical components (Ebner et al., 1989). 
The inner wall of the LBIR chamber is cooled to 20 K by a 
closed-cycle helium refrigerator. The radiometer operates be
tween 2 and 4 K with an overall uncertainty of less than 1 
percent for radiant powers between 20 nW and 100 /AW. Datla 
et al. (1992) performed a detailed characterization of this ra
diometer based on experiments and a lumped-parameter model. 
The lumped-parameter model, however, cannot predict the 
nonequivalence due to the temperature gradient in the receiving 
cone. 

Recently, Sauvageau et al. (1991) developed a new temper
ature sensor, a superconducting kinetic-inductance thermom
eter, for radiometer applications. A prototype detector using 
the superconducting kinetic-inductance device demonstrated 
that a noise equivalent power (NEP) of 0.7 pW can be achieved 
over a 100 s integration time, which is about 150 times more 
sensitive than the ACR based on GRTs. A new radiometer, 
using the superconducting kinetic-inductance thermometer 
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Fig. 2 Illustration of the thermal model for the finite element analysis, 
where power 0 is introduced only at specific locations (axial symmetry 
about x axis) 

(hereafter SKACR), will be located at the exit port of a cry
ogenic monochromator, which will be installed in the LBIR 
chamber for high-accuracy spectral measurements. Thermal 
analysis and modeling are required to predict the accuracy and 
sensitivity of the SKACR. 

Mahan et al. (1987) used a finite element method to analyze 
the steady-state temperature field and dynamic response of 
infrared radiometers. In that study, the radiant power was at 
the milliwatt level. The radiometers employed in the present 
study measure radiant powers in the range from subnanowatt 
to submilliwatt. A commercial finite-element-analysis pro
gram, ANSYS [3], is employed to model the temperature dis
tribution in the two cryogenic radiometers. With the knowledge 
of the radiometer geometry and the thermophysical properties 
of the materials at cryogenic temperatures, the present study 
predicts the responsivity, the temperature distribution along 
the receiver cone, the nonequivalence between radiative and 
electrical heating, and the dynamic temperature response. The 
results from the numerical modeling are compared with ex
perimental data. Different error components of the absolute 
cryogenic radiometers are assessed. The effect of the specular 
and diffuse reflectance of the black coating on the total ab-
sorptance of the cone is also analyzed. This study will facilitate 
the future improvement of the design of absolute cryogenic 
radiometers. 

Thermal Modeling 
The thermal conduction in the receiver of the ACR is sim

plified as a three-component axially symmetric system as il
lustrated in Fig. 2, where the thicknesses of the materials are 
exaggerated. The temperature at the end of the stainless steel 
tube is assumed to be constant and equal to the heat sink 
temperature T0. Since the radiometers operate at ultra-high 
vacuum and very low temperatures, convective and radiative 
heat losses from the cone to the heat sink are negligible. The 
heat flow is mainly through the stainless steel since the thermal 
conductance of the leads for the GRTs and heaters is also 
negligible. Quantitative justifications are given in the following 
section. Both the radiative heating and the electrical heating 
are treated as surface load with a total power Q. Hence, a 
uniform heat flux is applied only at certain locations, either 
from the inner surface or from the outer surface of the cone, 
while adiabatic boundary conditions are assumed elsewhere. 

A general-purpose finite-element-analysis package, ANSYS 
Revision 5.0, is employed to model the thermal conduction. 
For transient thermal analysis, the governing equation is 

[C] m + [K] IT} = (Q1' (1) 
where T and T are the vectors of the nodal temperature and 
its time derivative, and C and K are the heat capacity and 
thermal conductance matrices, respectively. The heating power 
vector Q accounts for the heat flow across the boundary since 
there is no internal heat generation. In the computation, the 
Crank-Nicolson scheme (Shih, 1984) is selected to integrate 
the governing equation with respect to time, and Newton-
Raphson iteration (Reddy, 1984) is used to solve the nonlinear 
matrix equation due to the temperature dependence of the 
thermal conductivity and specific heat. 

A SPARC workstation [4] runs the thermal modeling pro
gram. A typical steady-state analysis takes less than one minute 
CPU time. The transient analysis for 100 s takes 2 to 20 hours 
of CPU time depending on the size of the integration time 
step. 

The discussion above is applicable to the modeling of the 
SKACR, which has a more complicated geometry. 

Absolute Cryogenic Radiometer Using a Germanium 
Resistance Thermometer 

The physical dimensions of the ACR were described by Datla 
et al. (1992). The diameter of the aperture is 3 cm and the 
outer diameter of the stainless steel tube is approximately 3.81 
cm. The thickness of the stainless steel tube is 50 /zm and that 
of the Cu cone is 127 pm. The height of the cone is 4.6 cm, 
and the length of the stainless steel tube is 3.2 cm with 0.2 cm 
overlap with the copper. The stainless steel tube is modeled 
using line elements since the heat flow through it is along the 
x direction. 

The specific heats of the stainless steel and copper are ob
tained from Touloukian and Buyco (1970). The thermal con
ductivity of the stainless steel is obtained from Touloukian et 
al. (1970), and that of the OFHC copper is extrapolated linearly 
to 2.2 K from the data available at higher temperatures (Jensen 
et al., 1980). The densities of the stainless steel and Cu from 
2 to 4 K are 1 to 2 percent higher than those at room temperature 
(Jensen et al., 1980). The density of the paint is assumed to 
be equal to the value at room temperature provided by the 
Lord Corp. [2]. The low-temperature data of the specific heat 
of the Aeroglaze Z302 are provided by the Cambridge Research 
and Instrumentation, Inc. [1]. Since no data are available for 
the thermal conductivity of the paint, its influence is investi
gated using different values. 

The thermal conductance of the stainless steel tube is of the 
orderof 10-5WK~'.The maximum thermal conductance due 
to thermal radiation is estimated to be less than 10~7 W K"1. 
The Nb-Ti leads of the GRTs and heaters from the cone to 
the heat sink are approximately 5 cm long with a diameter of 
50 /xm. The thermal conductance of the leads from the cone 
to the heat sink calculated using the thermal conductivity meas-

Nomenclature 

B = electronic bandwidth, Hz 
C = heat capacity matrix, JK" 1 

c = specific heat, J K " ' g " ' h 
d = thickness, m NEP 
G = thermal conductance, W K_1 9 
K = thermal conductance matrix, Q 

WK"' R 
k = thermal conductivity, W m~' r 

K - i T 

kB — Boltzmanri constant 
K" = 1.381x10"" J 

bias current, A 
noise equivalent power, W 
heating power vector, W 
heating power, W 
electrical resistance, Q 
coordinate, m 
nodal temperature vector, K 

T = vector of the time derivative 
of nodal temperature, K s"1 

T = temperature of the receiver, K 
T0 = temperature of the heat sink, 

K 
t = time, s 
x = coordinate, m 
X = wavelength in vacuum, m 
p = density, kg m"3 

T = l/e time constant, s 
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Fig. 3 Predicted temperature distribution along the receiver 

ured by Flachbart et al. (1978) is less than 10~7 W KT1 at 
temperatures from 2 to 4 K. The radiometer operates in an 
ultrahigh vacuum system at a pressure less than 10_ n bar. The 
heat loss due to free-molecule thermal conduction of the re
sidual gas, as calculated from Kennard's formula (Kennard, 
1938) is less than 10"8 W K"1. Hence, the heat transfer from 
the receiver to the heat sink is dominated by the thermal con
duction along the stainless steel tube. This justifies the as
sumption of adiabatic boundary conditions. 

The total mass of the GRTs, the heater wires, and the epoxy 
used to attach the GRTs and the wires is less than 10 percent 
of that of the copper cone, while the stainless steel tube pos
sesses a heat capacity more than 10 times larger than that of 
the copper cone. Hence, the heat capacity of the system is 
dominated by the stainless steel tube and the heat capacities 
of the GRTs and peripheral items are negligible. It will be seen 
later that the time constant of the ACR is limited by the large 
heat capacity of the stainless steel tube. 

Nonequivalen.ee. A total of 382 nodes and 273 elements 
are used for the analysis of the ACR, with the largest dimension 
of the elements equal to 0.05 cm. For the steady-state case, 
the nodal temperatures are converged to within 0.5 /tK between 
two consecutive iterations after six or seven iterations. The 
difference of the temperature solution from that obtained when 
the number of the elements is doubled is less than 1 //.K. Since 
the heat transfer from the cone to the heat sink is through the 
stainless steel tube only, the temperature at the joint of the 
stainless steel and the copper can be calculated using the tem
perature-dependent thermal conductivity of the stainless steel. 
The agreement between the analytical solution and the finite 
element method is within 1 /iK for a power of 10 ^W and a 
heat sink temperature of 2.2 K. 

Figure 3 shows the predicted temperature distribution along 
the cone for 10 ^W input power when the heat sink temperature 
is 2.2 K. Three heating patterns are considered. Two cases 
account for the electrical heating from the outside of the Cu 
cone at locations x = 1.5-1.7 cm or x = 4.0-4.2 cm, respec
tively, by applying constant heating power at the nodes outside 
the Cu cone. In the third case, a uniform heat flux is applied 
on the inner surface of the black paint at x > 1 cm, corre
sponding to r < 1.5 cm, to simulate radiative heating. The 
nonuniform distribution of the absorbed radiant power on the 
cone is not considered because the three cases discussed here 
should provide an estimate of the largest nonequivalence. The 
temperature gradient across the cone is negligible, even though 
the thermal conductivity of the paint is assumed to be three 
orders of magnitude smaller than that of the copper. The 
responsivity of 30 K mW"1 calculated for 10 /xW power and 
T0 = 2.2 K agrees with the experimental value of 29.7 (±0.1) 

K mW~' at'approximately 2 K (Datla et al., 1992). The largest 
temperature difference for different heating patterns occurs 
near the apex of the cone, with a maximum of approximately 
0.3 mK. If the GRT were mounted at the apex of the cone, a 
maximum nonequivalence of 0.1 percent would exist for dif
ferent heating patterns. For the GRT at the middle, taking x 
= 2.5 cm, the nonequivalence between the two electrical heat
ers is 64 jtK, which is comparable with the value of 100 (±50) 
nK measured by Datla et al. (1992). The nonequivalent power 
based on the present calculation is 0.02 percent. If the ther
mometer is placed near the base of the cone, nonequivalence 
due to the temperature gradient can essentially be eliminated. 
In the high-accuracy radiometer developed by Martin et al. 
(1985), a GRT was located close to the thermal impedance in 
order to reduce the nonequivalence. 

Both the nonequivalent temperature and the temperature 
response increase with larger heating powers, but their ratio, 
i.e., the power nonequivalence, changes little. Hence, non-
equivalence depends only slightly on the power level. 

The effect of the thermal conductivity and boundary re
sistance between the black paint and the copper cone is in
vestigated by changing the thermal conductivity of the paint. 
11 p̂aim is changed from 10~3 kCa to 10'5 kCu, the calculated 
temperature of the inner surface of paint will be higher than 
that of the copper cone by a maximum of 0.15 mK for 10 /nW 
total heating power. Yet, the temperature along the copper 
cone does not vary with the change of thermal conductivity 
of the paint since the heat flux from the paint to the copper 
stays the same everywhere. Hence, nonequivalence caused by 
the temperature gradient across the paint is negligibly small. 

In the analysis above, the boundary resistance between the 
copper and the stainless steel is neglected. The thermal contact 
resistance between two nominally flat surfaces could be sig
nificant due to surface roughness (Cooper et al., 1969). In the 
present radiometer, the cylindrical portion of the copper cone 
and the stainless steel tube are brazed in vacuum using a special 
silver-copper alloy. This process yields almost ideal surface 
contacts. The thickness of the solder is approximately 50 jim, 
and the overlapping width is 2 mm. The thermal boundary 
resistance between the copper and the stainless steel due to the 
surface roughness and the thermal resistance of the solder is 
negligibly small compared with the large thermal resistance 
along the thin stainless steel tube. Since the contact resistance 
has little impact on the total thermal impedance and the tem
perature gradient of the copper cone, the predictions of the 
responsivity and nonequivalence are valid even though a finite 
thermal resistance exists between the copper and the stainless 
steel. 

As discussed by Foukal et al. (1990), Martin et al. (1985), 
and Mahan et al. (1987), one of the advantages of a cryogenic 
radiometer is the dramatic increase of the thermal diffusivity 
of the conducting material, such as copper, from room tem
perature to cryogenic temperatures. Another advantage is that 
an almost adiabatic boundary condition can be achieved on 
the surface of the receiver since convective and radiative heat 
losses are negligibly small. This reduces substantially the non-
equivalence between radiative and electrical heating. The use 
of superconducting wires eliminates the error caused by Joule 
heating of the leads. The instrumental correction analyzed by 
Hengstberger (1989) for absolute radiometers operating at room 
temperature will be drastically reduced for cryogenic radiom
eters if the thermometer is mounted close to the thermal imped
ance. 

The absorptance of the receiver directly affects the accuracy 
of absolute radiometers. The absorptance of the receiving cone 
is determined by its geometry and the radiative properties of 
the paint. The specular reflectance of the Aeroglaze Z302 paint, 
measured at room temperature, is less than 10.5 percent for 
0.3 /xm < X < 40 urn (Datla et al., 1992) and the diffuse 
reflectance is less than 1 percent in the visible spectral region 
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(Martin et al., 1985). The effective absorptance of the ACR 
receiving cone measured at X = 632,8 nm using an integrating 
sphere is 99.87 percent with an uncertainty of 0.1 percent 
(Ebner et al., 1989). 

One can estimate the absorptance of the cone if the specular 
and diffuse reflectances are assumed to be independent of the 
angles of incidence. For radiation nearly parallel to the axis 
of the cone, if the specular reflectance of the paint is 10 percent, 
only 0.01 percent of the incident radiant power will leave the 
cone after the fourth reflection. If the diffuse reflectance is 1 
percent, approximately 0.25 percent of the incident radiant 
power will be directly reflected back through the opening of 
the cone. To achieve an effective absorptance of 99.9 percent 
with the present geometry, the diffuse reflectance of the paint 
must be less than 0.4 percent. It is important to determine the 
directional-spectral reflectance of the paint at cryogenic tem
peratures in order to predict the spectral absorptance of the 
cone accurately at operating temperatures. 

Dynamic Response and Noise Analysis. In the transient 
modeling of the ACR, a convergence criterion of 10 /xK is used. 
Different integration time steps are compared, and the tem
perature solutions agree within 1 percent between a time step 
of 0.05 s and 0.02 s. Since the temperature changes almost 
exponentially with time, the time step is taken to be 0.05 s for 
the first 20 s after the input power is changed and 0.25 s for 
later times. A 50 percent rise-time of 18 s is obtained using a 
10 /xW step input. This agrees with the experimental value of 
18.4 (±0.1) s obtained using a pulse of 10 /̂ W heater power 
(Datla et al., 1992). The calculated 1/e time constant by as
suming an exponential increase is T = 26 s. The heat capacity 
of the cone is relatively small compared with that of the stain
less steel tube. If the product of the density and specific heat, 
pc, of the material used for the thermal impedance is assumed 
to be 1000 times smaller than the value of stainless steel, the 
time constant T would be as small as 5 s. Another way to 
improve the dynamic response of the ACR would be to modify 
the geometry of the thermal impedance. For example, the 
stainless steel tube could be replaced by several narrow strips, 
as suggested by Mahan et al. (1987). If both the cross-sectional 
area and the length of the stainless steel tube could be reduced 
to one-third of their present values, the heat capacity of the 
stainless steel would be reduced by a factor of nine, while the 
thermal conductance would be the same. 

Since the ACR is a thermal detector that utilizes the change 
of electrical resistance to determine a temperature variation, 
the inherent noises are the phonon noise and the Johnson noise 
(Low, 1961). Taking the heat sink temperature T0 = 2.2 K, 
the resistance of the germanium thermometer R = 12000 Q, 
dR/dT = -12,000 Q KT1, the bias current Ib = 1 /xA, the 
thermal conductance G=3.3xlO~5WK_ 1 , and the electronic 
bandwidth 5 = 1 Hz, the noise equivalent power of the phonon 
noise is 

TEMPERATURE STABILIZED HEAT SINK 

NEPphonon = (4kBGT2
0B) W2 = 

and that of the Johnson noise is 

NEP,, 
(4kBRT0By 

9.4xlO-14W 

= 3.3xl0"12W 

(2) 

(3) 
' Ib\dR/dT\(\/G) 

The background noise associated with a 20 K blackbody is 
negligibly small. The ACR works in the active mode. The 
temperature of the heat sink is stabilized by a controller through 
the heater on the heat sink. A digital servo system actively 
controls the temperature of the receiver by adjusting the power 
of the receiver heater. The peak-to-peak temperature variation 
of both the receiver and the heat sink is approximately 5 /xK. 
The root-mean-square fluctuation of the electrical power of 
the receiver heater is approximately 0.2 nW. This NEP of 0.2 
nW is much larger than the phonon noise or the Johnson noise. 
Hence, the sensitivity of the ACR is limited by the thermal 

$3 cm APERTURE 

Mo MESA 

Si SUBSTRATE 

B-DOPED Si 
MEMBRANE 

/ 
Cu BRAID Si ISLAND 

Fig. 4 Superconducting kinetic-inductance absolute cryogenic radi
ometer (not to scale) 

instability of the receiver and the noise associated with the 
electronic control system. 

At a radiant power of 20 nW, the 0.2 nW NEP of the ACR 
yields a random component to the uncertainty of 1 percent. 
When the power exceeds 200 nW, the uncertainty of 0.1 percent 
due to the random noise is comparable with the combined 
systematic uncertainty of 0.12 percent (Datla et al., 1992), and 
the uncertainty of the receiver absorptance of 0.1 percent be
comes the largest error source. 

The dynamic range of the ACR is limited by the critical 
temperature of the superconducting Nb-Ti leads, which is ap
proximately 9 K. Both the temperature responsivity of the cone 
(dT/dQ) and the resistance responsivity of the GRT (dR/dT) 
decrease with increasing temperature. The receiver will be at 
approximately 4.5 K for a heating power of 100 /xW. This 
power is chosen in practice as the upper bound of the ACR 
for the measurement of radiant power. 

Superconducting Kinetic-Inductance Absolute Cry
ogenic Radiometer (SKACR) 

Figure 4 shows half of the cross section of the SKACR to 
be installed in the LBIR facility (Sauvageau et al., 1991). The 
heat flow from the cone to the heat sink is mainly through a 
9-tim-thick boron-doped-silicon membrane. The width of the 
membrane from the Si island to the Si substrate is 400 /xm. 
The temperature sensing element is a bridge device consisting 
of four niobium microstripline inductors on a 1 cm2 Si chip, 
two on the Si island and the other two on the Si substrate. 
The silicon island is thermally linked to the cone by a Cu wire 
braid and a clamp. The inductance of the superconducting 
microstripline is a function of temperature. The temperature 
difference between the island and the substrate yields an im
balance current in the bridge, which is determined by using a 
DC SQUID galvanometer. Details of the device fabrication 
and mechanism were discussed by Sauvageau et al. (1991) and 
McDonald (1987). 

The Kapton standoff is a thin tube, 3.8 cm in diameter, 3 
cm long, and 25 /mi thick. The height of the 50-/xm-thick copper 
cone .is approximately 4.6 cm. The apex angle of the cone is 
45 deg. The Cu braid from the apex of the cone to the Si island 
is 1 cm long with an effective cross-sectional area of 1.4 x 10"3 

cm2. In the present model, the clamp at the apex of the cone 
is taken to be cylindrical for simplicity. The thickness of the 
Si chip is approximately 200 fim. The Si island and substrate 
are modeled as axially symmetric, while they are actually con
centric squares in the SKACR. The diameter of the silicon chip 
is assumed to be 1 cm and the diameter of the Si island is taken 
to be 0.24 cm on the side with membrane and 0.20 cm on the 
other side of the chip. The Kapton standoff and the Cu braid 
are modeled with axially symmetric line elements. The Mo 
mesa is essentially at the same temperature as that of the heat 
sink. As with the ACR, the thickness of the black paint has 
almost no effect on the steady-state analysis since most of the 
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Table 1 Temperature (in K) distribution at the receiver of the super
conducting kinetic-inductance radiometer with 10 /<W heating power 
loaded at different positions, where the heat sink temperature T0 is 4 K 

HEATING POWER 
AT x = 1.5 -1.7 cm 

HEATING POWER 
AT x = 4.0 -4.2 cm 

TEMPERATURE 
DIFFERENCE 

CuCONE 

x = 0 

4.196452 

4.195918 . 

0.000534 

CuCONE 

X = 2.3 cm 

4.196380 

4.195919 

0.000461 

CuCONE 

x = 4.0 cm 

4.195976 

4.195923 

0.000053 

Si ISLAND 

4.193204 

4.193209 

-0.000005 

heat is conducted along the Cu layer. The dynamic response 
of the SKACR is modeled for different paint thicknesses. The 
heat conduction by the Nb-Ti leads is negligible as discussed 
in the previous section. The boundary resistance between the 
Cu braid and the Si island is estimated to be 10~3 W K ' 1 

(Sauvageau et al., 1991), which is taken into account by using 
an effective cross-sectional area of the Cu braid. 

The thermophysical properties of Mo and crystalline Si are 
from Touloukian and Buyco (1970), Touloukian et al. (1970), 
and Jensen et al. (1980). The thermophysical properties of 
Kapton are from Schramm et al. (1973), where the data of 
thermal conductivity for temperatures up to 4.5 K are extrap
olated linearly, viz., £Kapton (T) = 1.3x 10"3x T W m " 1 K_ 1 . 
Sauvageau et al. (1991) determined that the effective thermal 
conductivity of the Si membrane is given by £membrane(T) = 
1 . 5 4 x l O ~ 2 x 7 2 W m ~ 1 K " 1 . The specific heat and density of 
the Si membrane are assumed to be the same as those of Si 
crystal. 

A total of 278 elements and 410 nodes are used for the 
computation of the steady-state temperature distribution, and 
an initial time step of 0.05 s is used for the dynamic analysis. 
The maximum error in the temperature distribution due to the 
element size is less than 1 /tK, and that due to the time step is 
less than 1 percent. 

Table 1 lists the computed temperatures of the Cu cone and 
the Si island for a 10 /iW heating power at x = 1.5-1.7 cm 
and x = 4.0-4.2 cm, respectively, where the heat sink is at 4 
K. The calculated temperature responsivity is approximately 
20 K mW~'. The temperature difference between the two cases 
is also listed in Table 1. The difference at the base of the cone 
is as large as 0.5 mK, while that at the Si island is only 5 /*K. 
Hence, the power nonequivalence is less than 0.003 percent. 
The 5 /iK temperature difference at the Si island is due to the 
fact that the Kapton standoff is not a perfect insulator. About 
1 percent of the heat is conducted through the Kapton standoff. 

Figure 5 shows the dynamic temperature response of the 
SKACR to a 10 /*W step power at T0 = 4 K for paint thick
nesses, rfpaint, of 0, 50, and 100 /mi. The position of the power 
input does not affect the calculated temperatures at the Si island 
since the convergence criterion of 10 /xK used for the transient 
analysis is larger than the temperature difference caused by 
different heating positions. The corresponding l/e time con
stants are computed to be 5.3, 7.7, and 10.1 s. These are in 
agreement with those calculated from the ratio of the total 
heat capacity of the receiver to the thermal conductance of the 
Si membrane. The time constant resulting from experiments 
is 11 (± 0.5) s at 4 K, indicating that the thickness of the paint 
is close to 100 /mi. The total thermal mass of the heater wire 
is less than 1 percent of that of the Cu cone. Therefore, ne
glecting the heat capacity of the heater wire does not introduce 
a significant error in the predicted time constant. The epoxy 
used to attach the heater wire and leads to the Cu cone may 
increase the total heat capacity by several percent. The time 
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Fig. 5 Dynamic response of the SKACR to a step power input 

constant of the SKACR can be reduced by decreasing the 
thickness of the paint. The thickness of the paint, however, 
must be much larger than the radiation penetration depth in 
order to achieve near-unity absorptance of the cone. The pen
etration depth of the paint could be determined from the trans-
mittance of the paint on a transparent substrate, such as silicon 
in the infrared or quartz in the visible. 

Summary and Conclusions 

This work, for the first time, performs a comprehensive 
thermal analysis of two highly sensitive cryogenic radiometers 
with the aid of a finite-element-analysis program. It helps the 
future development of absolute cryogenic radiometers and the 
realization of spectral irradiance standards in the mid-infrared. 
The conclusions and recommendations based on this study are 
given as follows: 

The nonequivalence due to different heating patterns is shown 
to be 0.02 percent in the GRT-based ACR and can be reduced 
if the temperature sensor is placed closer to the thermal imped
ance. The power nonequivalence of the SKACR is less than 
0.003 percent. 

In order to reduce the time constant of the GRT-based ACR, 
the thermal impedance should be implemented with a different 
geometry or material of smaller heat capacity. The dynamic 
response of the SKACR could be improved by reducing the 
thickness of the black paint. 

It is random noise that limits the ultimate sensitivity of the 
absolute cryogenic radiometers. For large incident powers, the 
uncertainty in the determination of the absorptance of the re
ceiver cone becomes the dominant error source. The diffuse 
reflectance of the paint strongly affects the absorptance of the 
cone. For the present receiver geometry, a diffuse reflectance 
of less than 0.4 percent is required to achieve an effective ab
sorptance of 99.9 percent. 

The directional-spectral reflectance of the black paint should 
be measured at cryogenic temperatures in order to predict the 
absorptance of the cone. The wavelength-dependent absorp
tance of the receiver should be characterized for the high-
accuracy spectral calibration equipment to be installed in the 
LBIR facility. Methods to reduce the noise associated with the 
electronic feedback system and that due to the thermal insta
bility should be further investigated. 
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Leidenfrost Evaporation of Liquid 
Nitrogen Droplets 
The evaporation of a single droplet of liquid nitrogen, levitated during film boiling 
above a solid, impervious surface, was studied experimentally. The droplet initial 
diameter (1.9mm), surf ace temperature ( ~20°C), ambient temperature ( ~20°C), 
and ambient pressure (-0.1 MPa) were held constant. The principal parameters 
varied were the surf ace material (copper or glass), and roughness (0.35 to 50 p,m). 
Measurements were made of the droplet diameter evolution and the surface tem
perature variation during droplet impact. Predictions from existing models of drop
lets in Leidenfrost evaporation agree well with measurements of the droplet 
evaporation rate. The droplet lifetime was found to be slightly longer on the glass 
surface than it was on the copper surface, corresponding to the greater cooling of 
the glass surface during droplet impact. The droplet evaporation rate was unchanged 
by small increases in surface roughness. However, ridges on the surface with a height 
of the same magnitude as the thickness of the vapor film under the drop caused 
vapor bubble nucleation in the droplet, and significantly reduced the droplet evap
oration time. 

Introduction 
When a drop of liquid comes in contact with a solid surface 

that is at a temperature higher than the boiling point of the 
liquid, it begins to evaporate rapidly. If the temperature of 
the surface is sufficiently high (i.e., above the so-called "Lei
denfrost temperature") the pressure of vapor escaping from 
below the drop is enough to levitate the drop. It then floats 
above the surface on a thin film of its own vapor, in a state 
of film boiling known as Leidenfrost evaporation (Gottfried 
et al., 1966). Heat transfer to the drop from the surface occurs 
by conduction across this insulating vapor layer, and is much 
less than it would be in the case of direct liquid-solid contact. 

A surface at room temperature is sufficiently hot to support 
the film boiling of a droplet of a cryogenic liquid such as liquid 
nitrogen, which has a Leidenfrost temperature of about 90 K 
(Keshock, 1968). Consequently, a study of film boiling is of 
relevance to the production, storage, and handling of cryogenic 
liquids, during which liquid-solid contact may occur. Gaseous 
fuels such as hydrogen and natural gas are frequently stored 
in the form of a cryogenic liquid. In the event of a spill, 
extended liquid masses break up into smaller droplets, which 
go into film boiling. To estimate the fire hazard posed it is 
necessary to know the concentration of fuel in the air, which 
is governed by the evaporation rate of the droplets. A study 
of droplet-wall heat transfer is also important to applications 
such as: the design of cryogenic heat exchangers and pipelines, 
through which a mist of droplets is carried along by a stream 
of gas; the cooling of surfaces using a liquid nitrogen spray; 
and the direct injection of liquefied fuel sprays into a com-
bustor. 

Previous investigators have measured the total evaporation 
time of extended masses (initial volume 0.161 ml to 10.55 ml) 
of liquid nitrogen on a smooth metal surface (Keshock, 1968; 
Keshock and Bell, 1970). Experimentally measured evapora
tion times were much shorter than those predicted by theory 
(Baumeister et al., 1971); the discrepancy was attributed to 
contamination by ice crystals formed by condensation of at
mospheric moisture. Empirical corrections had to be made to 
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the observed evaporation times to account for the presence of 
ice (Schoessow et al., 1978). Awonorin and Lamb (1990) stud
ied the evaporation of liquid nitrogen droplets placed on a 
gelatin slab, and developed an empirical correlation to predict 
the droplet lifetime. The evaporation rate of smaller droplets 
(initial volume 7.8 JX\ to 14.2 /d) of liquid nitrogen on a copper 
surface was measured by Mikhaylov et al. (1975). The meas
ured evaporation times in both cases were less than those pre
dicted by analytical models. 

This work was undertaken to study experimentally the evap
oration of a single droplet of liquid nitrogen placed on a solid 
surface. Of interest were small diameter droplets, represent
ative of sizes found in liquid nitrogen sprays. The information 
to be obtained was: the rate of droplet evaporation, from which 
droplet-wall heat transfer coefficients can be calculated; the 
effect of surface thermal properties, which may influence the 
evaporation rate; and the effect of surface roughness, which 
can disrupt film boiling. In contrast to previous experiments, 
where ice contamination may have occurred, the atmosphere 
surrounding the droplets was strictly controlled so as to elim
inate any moisture. No empirical corrections were therefore 
required in comparing the results with theory. 

Measurements were made of the droplet diameter evolution 
during evaporation. The variation in surface temperature was 
recorded during the impact and evaporation of a droplet on 
the surface. Surfaces of two different materials were used: 
glass, which has a low thermal conductivity, and copper, with 
a high conductivity. Copper surfaces with several different 
surface roughness values were used, ranging from 0.35 jim to 
50 (jm. The following parameters were held constant during 
the experiments: initial droplet diameter (1.9 ±0.1 mm, cor
responding to a volume of 4.2 fA); ambient temperature 
(~20°C); initial surface temperature (equal to the ambient 
temperature ~20°C); and ambient pressure (-0.10 MPa). 

Experimental 
Figure 1 shows a schematic of the apparatus used to form 

a droplet of liquid nitrogen, deposit it on the test surface, and 
record the evaporation. An acrylic desiccator, 0.3 m x 0.3 m 
x 0.3 m in size, was used as an enclosure in which a moisture-
free atmosphere could be maintained. The desiccator was evac
uated using a vacuum pump at the start of the experiment, 
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Fig. 1 Schematic of the apparatus 

and then filled with dry nitrogen (Matheson Gas Products) 
from a cylinder. A slight flow of gas was maintained during 
the experiment to sustain a small positive pressure in the des
iccator, preventing any leakage of atmospheric moisture into 
it. 

Conventional methods of forming a droplet by forcing liquid 
through a hypodermic needle and letting it detach under its 
own weight have proved unsuccessful with liquid nitrogen 
(Keshock, 1968). Nitrogen has a low latent heat of vaporiza
tion: The liquid boils as soon as it contacts the exposed tip of 
the needle and is expelled. The droplet generator used in our 
experiments is shown in Fig. 1. Liquid nitrogen was stored in 
a cylindrical steel container, and supplied by gravity feed 
through a stainless steel tube attached to the bottom of the 

container. A solenoid valve (Asco 8263A240LT) regulated the 
flow of liquid, with the opening of the valve controlled by a 
timing unit. The container, tubing, and solenoid valve were 
all immersed in liquid nitrogen, preventing any boiling inside 
the tube that would result in liquid being ejected. Silicone 
rubber insulation was wrapped around the entire assembly. A 
cylindrical teflon container was attached to the end of the tube, 
after it entered the test enclosure (Fig. 2). A short length of 
stainless steel tubing, bent at right angles, was inserted into 
an opening in the side of the container. The end of this tube 
was blocked with solder, and a hole drilled through the tube 
wall at the bend. To generate a droplet, the solenoid valve was 
opened so that liquid nitrogen filled the teflon container and 
the side tube. Once the tubes walls cooled, the liquid over
flowed through the hole onto the outer surface of the tube, 
accumulated at the soldered tip, and detached under its own 
weight so that droplets started to fall at a steady rate. The 
shield covering the test surface was then moved aside for a 
time long enough to permit a single drop to fall onto the 
surface. Using this method, droplets with a diameter of 1.9 ± 0.1 
mm were formed. The droplets were released from a height 
of 27 mm above the surface, so that the impact Weber number 
(We = p,[/2tf/<j) was 90, low enough that the droplets did not 
shatter upon impact. 

The test surface was made slightly concave, to prevent drop
lets rolling off the edges. For the glass surface, a 50.8-mm-dia 
plano-concave lens was used, with a thickness of 3.5 mm at 
the edge and 2.5 mm at the center. The copper surface was 
50.8 mm in diameter and 6.35 mm thick at the edges, with a 
1.5 deg incline machined from the edge to the center. The 
surface was polished with 600 grit emery cloth, giving a surface 
with average roughness (Ra, defined as the arithmetic average 
deviation of surface irregularities from a hypothetical perfect 
surface (Baumeister et al., 1978)) of 0.35 /xm. To examine the 
effect of surface finish on droplet evaporation, the roughness 
of the copper surface was increased by polishing it with either 
220 or 80 grit emery cloth, producing surface roughnesses of 
0.8 ftm and 1.7 pm, respectively. To obtain test surfaces with 
even greater roughness, concentric ridges, spaced 0.25 mm 
apart, were machined on the copper surface. Two such serrated 
surfaces were made, with ridges with heights of 25 fim. and 50 
ixm, respectively. 

The evaporation of a droplet placed on a surface was re
corded using a Pulnix TM745 video camera, equipped with a 
Nikon 105 mm macro lens. A slide projector was used as a 
light source to provide direct back lighting, so that the droplet 
appeared as a black silhouette with sharply defined edges. The 
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Fig. 2 Detail of droplet generator 

video camera had an electronic shutter, which allowed the 
exposure time of each frame to be reduced to 0.1ms, sufficient 
to prevent any blurring of the image due to droplet motion. 
A For.A VTG-33 video timer unit was used to add a time 
display with a resolution of 0.01 s to the video image before 
it was recorded on a Mitsubishi HSU80 video recorder. 

Droplet evaporation was also photographed using a 35 mm 
camera (Nikon F3) driven by a motor drive (Nikon MD4) at 
a rate of up to 6 frames per second. A slide projector was used 
to provide back lighting. To eliminate light reflections within 
the drop, and allow phenomena such as bubble formation in 
the liquid to be seen, an opal glass diffuser (Ealing 26-6528) 
was placed 25 mm behind the droplet. Kodak TMAX 400 ASA 
film was used to photograph droplets on a glass surface. The 
rough copper surfaces had a very low reflectivity, reducing the 
light available for photography: TMAX 3200 ASA film was 
therefore used instead. 

Droplet dimensions were measured from video images using 
a computer-based image analysis system. Each video image 
was transferred to a Macintosh Hci computer through a Data 
Translation Quick Capture video board. The droplets were not 
perfectly spherical, but exhibited a slight flattening under their 
own weight as they rested on the surface. An equivalent di
ameter (d) was therefore defined as (Avedisian and Fatehi, 
1988): 

d=2(Af/w)W2 (1) 
in which Aj was the frontal cross-sectional area of the droplet, 
measured using the Image Analyst software package (Auto-
matix Inc.); a scale factor was obtained from an image of a 
3-mm-dia. stainless steel ball-bearing. The uncertainty in the 
diameter measurement, corresponding to the size of one pixel 
of the video image, was ± 0.04 mm. Alternate definitions of 
the equivalent diameter, such as d= (a2b)1/3 where a and b were 
the horizontal and vertical droplet axes (Chandra and Ave
disian, 1988), yielded values that differed from Eq. (1) by less 
than 3 percent. 

The change in surface temperature was measured for both 
glass and copper surfaces during the impact of a liquid nitrogen 
droplet. The temperature of a flat glass surface was measured 
using a thin film sensor (Fig. 3), fabricated by sputtering a 
0.5-ftm-thick layer of chromium through a stainless steel mask. 
Chromium adhered strongly to glass; a stable film was made 
by sputtering approximately 0.01 pm of chromium oxide on 
the glass and then depositing pure chromium over that. A 
constant 1 mA current was passed through the thin film, and 
the voltage drop across the center 2 mm length amplified and 
recorded using a MacAdios II data acquisition board (GW 
Instruments). Details of the current source and amplifier have 
been given earlier (Chandra, 1990). To calibrate the temper
ature sensor the test surface was placed on an ice block, the 
two separated by layers of insulating cloth; the surface tem-

amplifier data acquisition system 

Fig. 3 Thin film temperature sensor 

perature was varied by changing the insulation thickness. The 
voltage drop was recorded at different temperatures, as meas
ured by two chromel-alumel thermocouples taped to the sur
face on either side of the thin film sensor. 

The temperature of a copper surface was measured using a 
chromel-alumel thermocouple made from 0.127-mm-dia 
teflon insulated wire, which was inserted into a small hole 
drilled vertically through the center of the surface. The hole 
was filled with solder, and the surface polished with emery 
cloth so as to leave the bare thermocouple bead exposed. The 
thermocouple reference junction was kept in an ice bath, with 
the output amplified with a gain of 1000 and recorded using 
the data acquisition system. The measured temperatures were 
estimated to be accurate to within ±0.5°C. Surface temper
ature changes as small as 0.05 °C could be resolved, however, 
using the 12 bit data acquisition board. Temperature meas
urements were done for both flat and concave surfaces. The 
droplet rolled off the flat surface after impact, whereas it 
remained at the center of the concave surface and evaporated, 
so that the surface temperature variation during the entire 
droplet lifetime could be measured. 

Results and Discussion 
The evaporation of a single droplet on a glass surface is 

shown in a sequence of photographs in Fig. 4. The first pho
tograph (labeled / = 0s) was taken approximately 0.5 s after 
impact, once the droplet was in a state of stable film boiling 
and no longer rolling on the surface; subsequent photographs 
were taken at 2 s intervals. The shape of the droplet initially 
alternated between being spherical (/ = 0 s) and flattened (/ = 20 
s), as the droplet oscillated. Eventually, as the droplet grew 
smaller, it became almost perfectly spherical (/>6 s). 

The variation in shape presents a problem in formulating 
models of droplets in Leidenfrost evaporation, since some 
assumption has to be made as to the shape of the droplet. Two 
approaches have been used: either the droplet is assumed to 
have a flat bottom (Gottfried and Bell, 1966; Baumeister et 
al., 1966; Wachters et al., 1966), with the vapor flow between 
the droplet and the surface represented by flow between two 
parallel plates, or else the droplet is be assumed to be perfectly 
spherical (Nguyen and Avedisian, 1987; Zhang and Gogos, 
1991). The choice of geometry has significant consequences: 
flat plate models predict that as the droplet evaporates the 
thickness of the vapor film (6) between the droplet and surface 
decreases; models based on a spherical droplet predict that 5 
increases as the droplet grows smaller. 
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•,

The vapor gap between the droplet and the surface can be
seen clearly in Fig. 4. The gap thickness was measured at the
closest spacing between the droplet and surface from enlarged
video images: the results are shown in Fig. 5 for a droplet
evaporating on a glass surface. The error bars represent the
resolution of the measurement. This measurement, though
crude, does show that adecreases as the droplet grows smaller.
A simple analytical expression for the magnitude of the vapor
gap thickness (based on a flat plate model) is given by Gottfried
and Bell (1966):

0= (9 !-tv kv D.T) 1/4 (~) 1/12

8 Pv PI Ag 4 71' (2)

Fig. 4 Leidenfrost evaporation of a liquid nitrogen droplet on a glass
surface

The variation of 0 calculated form Eq. (2) is shown by the
solid line in Fig. 5. The evolution of droplet volume used for
the calculation was measured from video images. The predic
tions appear to be qualitatively similar to the experimental
measurements, insofar as 0 decreases with time. Values of 0
calculated from alternate flat plate models (e.g., Baumeister
et aL, 1966) are similar to those obtained from Eq. (2).

Results from models of spherical droplets with small initial
diameter (d< 150 !-tm) (Nguyen and Avedisian, 1987; Zhang
and Gogos, 1991) predict a sharp increase in 0 during the last
few milliseconds of the droplet lifetime. We were unable to
observe whether this occurred, since the time resolution of our
video record was too low, with an interval between successive
frames of 33 ms. Previous observations (Chandra, 1990) of
droplets of water or liquid hydrocarbons in Leidenfrost evap
oration have, however, found oscillation in the levitation height
of the droplet as the droplet became smaller, with the droplet
alternately rising and falling back to the surface. These oscil
lations, though, may have been simply due to natural con
vection currents in the air surrounding the droplet. In these

earlier experiments the surface was heated to a temperature
greater than that of the ambient air. Heating a horizontal
surface creates buoyancy-driven air currents with recirculating
eddies, which could carry along the droplet as it grew smaller.
In the present experiments the surface and surrounding at
mosphere were at the same temperature. Any convective cur
rents created because of the temperature difference between
the cold droplet and warmer ambient air would flow down
ward, acting to hold the droplet at the surface.

Figure 6 shows diameter measurements made from video
records of the evaporation of five different droplets of liquid
nitrogen placed on a copper surface. t = 0 corresponds to the
instant of droplet impact on the surface. Distortions in the
droplet shape immediately after impact caused some scatter in
the data during the early stages of evaporation (t< 1 s). As the
droplets grew smaller, and more spherical, the repeatability of
the measurements increased. The average droplet evaporation
time was 8.2±0.1 s.

The droplet evaporation rate may be calculated by assuming
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that heat transfer to the droplet occurs principally by con
duction through the vapor film separating the liquid and the 
glass surface. An energy balance gives: 

\pi 
dV 

dt = hA AT (3) 

Evaluating Eq. (3) requires values for the heat transfer coef
ficient {h) and the surface area of heat transfer (^4). Baumeister 
et al. (1966) derived theoretical expressions for these, based 
on a model that assumed the droplet to be in the shape of a 
flattened disk resting on a vapor film of uniform thickness. 
They obtained the velocity and pressure distribution in the 
vapor gap by solving the continuing, momentum, and energy 
equations, assuming creeping flow. Radiation and mass dif
fusion were neglected. Droplet shapes were calculated from a 
solution of the Laplace equation. The shape was found to 
depend on droplet volume: Large droplets were flattened under 
their own weight and small droplets were almost spherical. 
Small droplets were defined as those having V* < 0.8, where 
V* was a nondimensional volume defined by: 

V*=-
V 

(«/p,gy/z ( 4 ) 

In our experiments V* = 0.8 corresponded to a droplet diameter 
d=l.2 mm, reached after approximately / = 4.5 s (Fig. 6). 
Observations confirmed that droplets with a diameter smaller 
than this were spherical (see Fig. 4, ( = 6 s and 8 s), and larger 
diameter droplets were flattened on the bottom (Fig. 4, t-2 
s and 4 s). 

The calculated surface area and heat transfer coefficient for 
a small droplet {V* <0.8) were: 

A = 1.81 Vin 

'k\\'g pi pv 
h=1A\AT»„V> 

and for a large droplet (V* >0.8): 

(5) 

(6) 

A = 1,25 (p,g/<j) 

A =1.075 

Vs' 

lcvK g pi pva 

A7>„ V" 

in which X' was defined as: 

X '=X | 1 + 
7 CUAT 

20 X 

Defining a nondimensional time: 

t 

r = 1/2 \ 4 5/2 
Pi nvka 

m 

(7) 

(8) 

(9) 

(10) 

^y/2x'p„Ar3' 
and integrating Eq. (3) after substitution of Eqs. (4)-(10) gives 
the variation of droplet volume during evaporation: 

V*l/3=V*y3-0A48t* for(K*>0.8) (11«) 

V*5/n=V*1/n- 0M2t* -0.813 for(K*<0.8) (Ub) 

The droplet diameter evolution calculation from Eq. (11), 
with d={6V/ir)l/3, is shown by the solid line in Fig. 6. The 
droplet was assumed to be at the saturation temperature (7) = 77 
K); liquid properties were evaluated at this temperature. Vapor 
properties were evaluated at the film temperature, (7}+ Ts)/2. 
The surface temperature was set at 7^ = 290 K, based on surface 
temperature measurements described below. 

The theoretical predictions are in good agreement with ex
periment, in spite of neglecting diffusive mass transfer from 
the droplet, and heat transfer from the surrounding gas. The 
atmosphere surrounding the droplet was pure nitrogen; no 
concentration gradients existed, and diffusion would have been 
negligible. The heat fluxes due to radiation (fed) and con-
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Fig. 7 Diameter evolution of five liquid nitrogen droplets on a glass 
surface, compared with the theoretical prediction 

duction feond) from the surrounding atmosphere to an isolated 
droplet are (Kuo, 1986): 

(12) 

(13) 

qmd = eS (Ti-Tj) 

<7co„d = ^ A l n ( l + B ) 

Estimating the heat flux from the surface (qSUTf = hAT) from 
Eq. (6) and assuming e = l in Eq. (12), we find fed/OW ~ 1 
percent, and <?Cond/<?surf~6 percent. The error introduced by 
neglecting heat transfer from the surroundings would therefore 
be expected to be small. 

The thermal properties of the test surface can influence 
droplet evaporation, due to cooling of the surface during drop
let impact. A copper surface would be expected to show little 
change in temperature; conversely, a low-conductivity glass 
surface would show significant undercooling during the impact 
of a liquid nitrogen droplet (Baumeister and Simon, 1973). Ts 

would be reduced by surface cooling, increasing the droplet 
evaporation time. Figure 7 shows the droplet diameter vari
ation during the evaporation of five different droplets on a 
glass surface. The average droplet lifetime was 8.7 s, an increase 
of 6 percent compared to evaporation on a copper surface. 

The variation of surface temperature (7^), measured at a 
single point on a flat test surface directly under an impacting 
drop is shown for both a copper surface (Fig. 8) and a glass 
surface (Fig. 9). The time r = 0 corresponds to the moment of 
droplet impact, when the surface temperature was 7} (~ 20°C). 
The droplet rebounded after impact on the test surface and 
rolled off, after which the surface temperature recovered its 
original value. The temperature of a copper surface decreased 
by only about 1°C-3°C during droplet impact. For a glass 
surface the change was larger, approximately 13°C. 

The diameter evolution of a droplet evaporating on a copper 
surface was calculated from Eq. (11) by assuming 7"s = 290 K. 
The calculation was repeated for a glass surface assuming 
7^ = 280 K: the result is shown by the solid line in Fig. 7. The 
droplet lifetime was predicted to increase by 3 percent as a 
consequence of the 10 K reduction in surface temperature. 

An analytical solution for surface temperature variation dur
ing droplet impact can be found by modeling the surface as a 
semi-infinite body, initially at uniform temperature Tt. The 
droplet, at temperature 7}, is brought in proximity to the sur
face at time / = 0, the liquid and solid being separated by a 
vapor film of uniform thickness 8. If the only mechanism for 
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Fig. 8 Temperature variation of a copper surface during the impact of 
a liquid nitrogen droplet, compared with the theoretical prediction 

0.2 0.3 
time (s) 

Fig. 9 Temperature variation of a glass surface during the impact of a 
liquid nitrogen droplet, compared with the theoretical prediction 

heat transfer from the surface to the droplet is one-dimensional 
conduction through the vapor layer, the variation in Ts is given 
by (Carslaw and Jaeger, 1959): 

T,-T,_ 2 

T,-T, 1 + 0 , / i V & + /3„ 
erfc 

(2«+l)5 
(14) 

where j3 = (kpC)l/2. 
No measurements were made of 5 during droplet impact. 

We may, however, estimate its magnitude from a simple force 
balance, in which the impacting droplet is assumed to be sup
ported by the pressure of the vapor film below it. An estimate 
of the pressure in the liquid (P/) during impact is given by the 
stagnation pressure 

P,~p, U2/2 (15) 

If the bottom of the droplet is assumed to be flattened during 
impact into a circle of radius r0, the vapor flow can be modeled 

as radial flow between parallel plates, giving the pressure dis
tribution in the vapor (Gottfried and Bell, 1966): 

/>„(/•) ~ 3 ^ w ( ^ - r V 5 3 (16) 

w is the velocity of the vapor leaving the bottom of the droplet, 
whose magnitude is calculated from an energy balance at the 
droplet surface: 

\Pvw~kvAT/5 (17) 

A force balance at the liquid-vapor interface gives that 

Pvrdr 
o 

Combining Eqs. (15)—(18) yields an expression for 8 

/3 H, ?0 kv AT\ m 

U2pv p/X 

(18) 

(19) 

r0 varies during droplet impact, starting from a value of 0 
and increasing to a maximum radius (Chandra and Avedisian, 
1991) 

rmax~(a72)(We/6 + 2)1/2 (20) 

For large We (as in our experiments, where We ~ 90), Eq. 
(20) reduces to /•max~rf,(We/24)1/2. Substituting an average 
value of r„ = rmax/2 into Eq. (19), and assuming that the surface 
temperature variation is small, so that AT—7}-7/, we ob
tained an estimate for the magnitude of <5: 

3 iivkv (T,-T,) dj 

96 ffXpu 

3 \ 1/4 
(21) 

5 is independent of the impact velocity, and depends only 
on the surface temperature and droplet diameter. Substituting 
the values used in our experiment into Eq. (21), we obtain 
5 -50 fim. 

The temperature variation, calculated from Eq. (14) with 
5 = 50 fim, is compared in Figs. 8 and 9 with experimental 
temperature measurements for both copper and glass surfaces. 
Good agreement is seen between the prediction and the meas
urement for the glass surface (Fig. 9). The agreement was not 
as good for the copper surface (Fig. 8); note, however, that 
the temperature change was so small for the copper surface 
that the difference between theory and experiment (~ 1 °C) was 
of the same magnitude as the variation in the measured surface 
temperature from drop to drop. 

Increasing the surface roughness of the copper surface from 
Ra = 0.35 /j.m to Ra = 0.S /im or Ra = 1.7 /urn had no measurable 
effect on the evaporation rate of the droplet. The evaporation 
time was reduced significantly, however, when ridges with a 
height of the same magnitude as the thickness of the vapor 
film under the droplet were machined on the surface. Figure 
10 shows the diameter variation during the evaporation of 
droplets placed on copper surfaces with ridges of height 25 /tim 
and 50 /xm, respectively, compared with evaporation on a 
smooth surface (Ra = 0.35 /mi). Figure 11 is a sequence of 
photographs of the evaporation of a droplet placed on a surface 
with 25 iim ridges. The evaporation was similar on all the 
surfaces during the early part of the evaporation ( 0 < / < 5 s). 
However, after ? = 5 s, bubbles started forming inside droplets 
placed on the rough surfaces (see Fig. 11, t = 5.2 s). The bubbles 
grew until they occupied a large portion of the droplet volume 
(Fig. 11, ?=5.8 s), and then exploded, shattering the droplet. 
The data point at d=0 in Fig. 10 corresponded to the last 
video frame in which the droplet could be seen. 

Surface roughness can influence droplet evaporation if the 
projections are large enough to penetrate the vapor film and 
contact the liquid, providing nucleation sites for bubbles to 
form. The observed bubble formation indicates that liquid-
solid contact may occur with the grooved surfaces. No bubbles 
were formed as long as the surface roughness remained much 
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Fig. 10 Diameter evolution of liquid nitrogen drops on copper surfaces
of different roughness
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Fig. 12 Measured temperature variation of a copper surface with 25
I'm ridges under an evaporation liquid nitrogen droplet, compared with
theory; the droplet diameter evolution is plotted on the same axes

Fig. 11 The evaporation of a liquid nitrogen droplet on a copper surface
with 25 I'm ridges

drop. Tevepaugh and Keshock (1979) and Benton and Keshock
(1982) studied the film boiling of droplets of several different
liquids placed on heated surfaces, which had grooves or pins
machined on them. The heat transfer from the surface to the
droplet was found to be enhanced due to intermittent contact
between the liquid drops and the surface projections. Bubble
formation was observed in the liquid, but since the droplets
were considerably larger (v* > 30) than those used in our ex
periments they were not shattered by the vapor breakthrough.

Surface roughness had no significant effect on the evapo
ration rate of the droplets as long as there was no liquid-solid
contact and bubbles did not nucleate (see Fig. lO, 1 < 5 s).
The measured temperature drop during droplet impact on a
copper surface was also independent of surface roughness,
lying in the range 1°C-3 °C for roughness varying from 0.35
/lm to 50 /lm.

Figure 12 shows the surface temperature variation directly
under an evaporating liquid nitrogen droplet, over the entire
droplet lifetime. A concave copper surface with 25 /lm ridges
was used, so that the droplet remained at the center of the
surface after deposition. The evolution of droplet diameter is
plotted on the same axes, as is the predicted surface temper
ature variation from Eq. (14) assuming a value of 0= 50 /lm.
Bubbles were first observed in the droplet at 1=4.9 s. The
bubbles grew larger, breaking through the droplet surface at
1=5.8 s, and all the liquid had evaporated by 1=6.2 s. The
agreement between the predicted and measured surface tem
perature is good over most of the droplet lifetime (Fig. 12, 1
< 4 s). However, once the droplet becomes small and spherical
the one-dimensional conduction model is no longer valid, and
the theory and measurement diverge.

Conclusions
Measurements of the evaporation rate of droplets of liquid

nitrogen placed on a solid surface were found to be in good
agreement with predictions from a model of droplets in Lei
denfrost evaporation. Copper surfaces showed very small tem
perature variations (1°C - 3°C) during the impact of a liquid
nitrogen; glass surfaces were cooled by a larger amount
(-13 0C). Because of this cooling the droplet lifetime was
longer on a glass surface than on a copper surface. Small
increases in surface roughness had no effect on droplet evap-
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5.0 s

5.6.1

6.2

1.0~

5.4 s

4.0 S
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o 2mm
L.L-l

~" ~

..

smaller than the thickness of the vapor film between the liquid
and the solid. Also, bubbles were formed only toward the end
of the droplet lifetime, typically starting at I"" 5 s after droplet
deposition. This suggests that as the droplet evaporates 0 be
comes smaller (see Fig. 5), until the peaks of the ridges break
through the vapor layer and touch the liquid.

Bubble nucleation in droplets has previously been observed
by Hall (1987) when water droplets were placed on a smooth
quartz surface, initially at a temperature (- 500°C) well above
the Leidenfrost point. As the surface under the drop cooled
its temperature became sufficiently low to allow liquid-solid
contact, initiating the growth of bubbles, which ruptured the
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oration. However, when the surfaces roughness was of the 
same magnitude as the thickness of the vapor film under the 
droplet (25-50 /un), bubbles formed inside the droplet and the 
droplet lifetime was reduced. Changes in surface roughness 
appeared to have little effect on the cooling of the surface 
during droplet impact. 
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Use of the Kelvin-CIapeyron 
Equation to Model an 
Evaporating Curved Microfilm 
A Kelvin—Clapeyron change-of-phase heat transfer model is used to evaluate experi
mental data for an evaporating meniscus. The details of the evaporating process near 
the contact line are obtained. The heat flux and the heat transfer coefficient are a 
function of the film thickness profile, which is a measure of both the intermolecular 
stress field in the contact line region and the resistance to conduction. The results 
indicate that a stationary meniscus with a high evaporative flux is possible. At equilib
rium, the augmented Young-Laplace equation accurately predicts the meniscus slope. 
The interfacial slope is a function of the heat flux. 

Introduction 
The diverse technological importance of the process of fluid 

flow and heat transfer in the contact line region of an extended 
liquid meniscus have initiated extensive theoretical and experi
mental research over the years. The mechanism whereby the 
leading edge of an evaporating thin film can stay in contact with 
the substrate is discussed herein along with a detailed description 
of heat transfer characteristics. It is of interest to many heat trans
fer processes such as the evaporating meniscus in capillary cool
ing devices (heat pipes, grooved evaporators, etc.), the rewetting 
of a hot surface, microlayer evaporation in boiling, and the 
spreading of an apparently isothermal film. Fluid flow and 
change-of-phase heat transfer in very thin liquid films are intrin
sically connected because of their common dependence on the 
intermolecular force field, system geometry, and gravity. Large 
stresses are present in this region, which includes the varying 
force fields associated with both the liquid-vapor and the liquid-
solid interfaces. Due to the interfacial forces, the liquid-solid 
system can either be completely wetting (zero apparent isother
mal contact angle, 9), partially wetting (0 < 9 < 90 deg), or 
nonwetting (9 > 90 deg). The modifier apparent is used to em
phasize the fact that we cannot see the real contact angle, which 
is at the molecular level. Figure 1 is a schematic drawing of the 
contact line region for a thin film of liquid on a solid substrate. 
Completely and partially wetting contact line regions are pre
sented for both evaporating and nonevaporating conditions. 
Herein completely wetting systems are emphasized. 

For both the completely and partially wetting cases, the con
cept of an interline thickness, S0, which is the thickness at the 
junction of the evaporating and the nonevaporating segments of 
the liquid film, has been used (Potash and Wayner, 1972; Wayner 
et al., 1976; Renk et al., 1978; Wayner, 1982). The equilibrium 
vapor pressure of a liquid is a function of the temperature and 
the intermolecular force field in the liquid. Therefore, the Kelvin 
equation has been used to describe the effect of the pressure jump 
at the liquid-vapor interface on the change in vapor pressure of 
a small drop of liquid. Similarly the Clausius-Clapeyron equa
tion has been used to describe the effect of a temperature change 
on the vapor pressure. Although these two effects are of funda
mental importance to heat transfer, their use at the leading edge 
of an evaporating curved liquid film is still more intriguing. In 
this region, the near presence of a solid changes the intermolec-
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ular stress field, and therefore, the vapor pressure of the liquid 
film. 

The foundation for the study of the mechanics and thermo
dynamics of ultrathin films was established by Derjaguin and his 
co-workers. The important point about their research was that the 
stress field change due to the near presence of the solid could be 
represented by a change in the effective pressure in the liquid, 
the disjoining pressure. It is due to the presence of an excess 
chemical potential in a thin film as a result of the solid-liquid-
vapor intermolecular force field (Derjaguin and Zorin, 1957; 
Derjaguin and Churaev, 1976). The predominant contribution to 
the disjoining pressure is the van der Waals dispersion forces. 
The introduction of the concept of disjoining pressure allows the 
interfacial effects to be easily incorporated within conventional 
thermodynamics (Wayner et al., 1976; de Feijter, 1988; Wayner, 
1991). The result was the development of the augmented 
Young-Laplace equation for the pressure jump at the liquid-
vapor interface (Derjaguin and Zorin, 1957; Wayner, 1980, 
1982). A large amount of literature for the isothermal case, 
which is beyond the scope of this paper, has been developed in 
connection with this concept (e.g., Bascom et al., 1964; Derja
guin et al., 1965; Ingram, 1974; Kayser et al., 1985; Teletzke et 
al , 1987; Truong and Wayner, 1987; Gee et al., 1989; Beaglehole 
and Christenson, 1992). Similarly for the nonequilibrium case, 
important contributions were made by many researchers, e.g., 
Renk et al. (1978), Holm and Goplen (1979), Moosman and 
Homsy (1980), Cook et al. (1981), Tan et al. (1990), Burelbach 
et al. (1990), Bankoff (1990), and Wayner (1991). We have 
found these concepts to be extremely useful in the development 
of models of the evaporating meniscus (Wayner et al., 1991). 
Recently, Swanson and Peterson (1993), and Khrustalev and 
Faghri (1993) have used this type of model to analyze a micro 
heat pipe. Wu and Peterson (1991) studied a wickless heat pipe 
using the classical equation of capillarity to describe the fluid 
dynamics. Xu and Carey (1990) used a completely wetting fluid 
to study film evaporation from a microgrooved surface with clas
sical capillary equation in the thicker part of the liquid film and 
the disjoining pressure equation for the thin film meniscus region 
on the side walls. The model by Wayner and his co-workers 
incorporates the augmented Young-Laplace equation, kinetic 
theory, and the extended Clapeyron equation. The analytical pro
cedures allow the critical interfacial properties of the system to 
be initially evaluated in situ and then be used to obtain additional 
details concerning the evaporation process. In addition we have 
developed experimental techniques to evaluate these models 
(DasGupta et al., 1991; DasGupta and Wayner, 1993). The gen
erally excellent match between the experimental results and the 
numerical solutions of the theoretical model equations enabled 
us to obtain consistent and justifiable values of the modified Ha-
maker constant (DasGupta et al., 1993a). 
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Fig. 1 Conceptual (not to scale) view of contact line represented by ad
sorbed film thickness, <J0. The second subscript e denotes equilibrium. 
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Fig. 2 Schematic view of the circular capillary feeder 

In the present paper, we discuss some important aspects and 
utility of these models in light of recent experimental results. The 
slopes of the experimentally obtained equilibrium meniscus pro
files will be compared with the predictions from the augmented 
Young-Laplace equation. For pure fluids at relatively low levels 
of evaporation, the evaporative heat fluxes and the heat transfer 
coefficients of the thin evaporating film will be determined using 
improved experimental techniques and theoretical modeling. The 
significance of the numerical values and the trends in these quan
tities will be addressed. A theoretical modeling and simulation 
of a high heat flux evaporating meniscus in a micro heat pipe 
will be discussed. 

Experimental 
Only a very brief description of the experiments is given 

herein. The experimental details are given by DasGupta et al. 
(1991, 1993b) and Wayner et al. (1991). A cross-sectional di

agram of the circular capillary feeder system is shown in Fig. 2. 
The experimental substrate was a single crystal silicon with a 
native oxide of about 3 nm. Liquid flowed from a reservoir 
(maintained at the same height as in the capillary feeder) as a 
result of a difference in capillary and disjoining pressure (caused 
by intermolecular forces) and formed a meniscus at the edge of 
the thinner gap at position 2. The contact line region, area 3, 
governed the critical initial condition for the stability and behav
ior of the evaporating meniscus and hence the performance of 
the capillary feeder system. In the thinnest portion of the menis
cus represented by <50, evaporation did not occur. The details of 
the liquid film thickness profile in the contact line region were 
measured as a function of the evaporation rate using ellipsometry 
and microcomputer-enhanced video microscopy based on inter-
ferometry. The errors in these measurement techniques were de
scribed by DasGupta et al. (1993b). The final estimate was an 
error of about ±4 A for the adsorbed thin film region. The max-

Nomenclature 

A = 6TTA = Hamaker constant, J 
a = coefficient defined by Eq. (5), 

kg/m2 s K 
b = coefficient defined by Eq. (5), 

s/m 
accommodation coefficient 
convective heat transfer coeffi
cient, W/m2 K 
heat of vaporization per unit 
mass, J/kg 
curvature, nT1 

thermal conductivity of the liq
uid film, W/m K 
characteristic length, Eq. (15), m 
evaporative mass flux, kg/m2 s 

C = 

K = 

Ahm = 

K = 

k = 

I = 
m = 

rri = ideal evaporative mass flux, 

M 

P. 
Pi 

P* 

kg/m s 
molecular weight, kg/kg mole 
reference vapor pressure, N/m2 

liquid pressure, N/m2 

vapor pressure at liquid-vapor 
interface, N/m2 

evaporative heat flux, W/m2 

ideal evaporative heat flux, 
W/m2 

maximum evaporative heat flux, 
W/m2 

Q = 
Q = 

R = 

AT = 

n = 
T. = 

T„ = 

U = 

V, = 

z = 

7 

r 
5 

A 

power input setting, W 
dimensionless interfacial heat 
flux 
universal gas constant, J/mol K 
characteristic temperature differ
ence between solid and vapor, K 
temperature of the liquid-vapor 
interface, K 
substrate temperature, constant, 
K 
temperature of the vapor, con
stant, K 
overall heat transfer coefficient, 
W/m2 K, Eq. (30) 
molar volume of the liquid, 
m3/kg mole 
coordinate distance along the 
substrate, m 
distance, defined by Eq. (21) 
dimensionless parameter, Eq. 
(23) 
evaporation coefficient 
mass flow rate per unit width of 
the film, kg/m s 
thickness of the liquid film, m 
difference 

AG = 

V = 

v = 
i = 

n = 
n„ = 

a = 
0 = 

reference film thickness, m 
small uncontrolled source or sink, 
W 
dimensionless parameter 
dimensionless film thickness 
= S/50 

apparent contact angle, deg 
dimensionless parameter 
kinematic viscosity, m2/s 
dimensionless distance 
disjoining pressure, N/m2 

characteristic pressure, N/m2 

surface tension, N/m 
dimensionless pressure difference 

Subscripts 
e = equilibrium 
/ = liquid 

Iv = liquid-vapor 
5 = solid 
v = vapor 

Superscripts 
id = ideal, based on kinetic theory 
' = derivatives 
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imum error in the capillary meniscus region was less than 0.01 
fim based on repeated measurements and the absolute value of 
the error decreased (always within 5 percent) as the thin film was 
approached. The data presented in this paper are for relatively 
low heat fluxes, but recent studies indicate that the capillary 
feeder successfully replenishes the evaporated liquid even at high 
rates of evaporation. Figure 3 is an example of experimental data 
for propanol menisci at two different situations—very near equi
librium with very small evaporation (Q = 0.0 W) and evapora
tion with controlled rate of heat inputs. In an isothermal horizon
tal system of spreading liquid on a solid substrate at the exit of 
a capillary, the curvature should remain constant in the region 
where dispersion forces can be neglected. So the film profile in 
this range approximates a parabola and a plot of 5 "2 versus x is 
a straight line. If the curvature is constant, it is related to the 
slope of this line as Kc = 2(dSU2/dx)2. The experimental values 
of <5"2 are given in Fig. 3. For the case where Q = 0.0 W, <5"2 

versus x is nearly a straight line, which means the system was 
very close to isothermality, but for the cases involving evapora
tion the lines bend downward, showing the presence of a cur
vature gradient. Plotting 61'2 versus x, therefore, clearly dem
onstrates that the film thickness profile and curvature are defi
nitely functions of the heat flux. This is not obvious from a plot 
of 8 versus x. Note that the data are for completely wetting sys
tems. However, because of the method of presentation in Fig. 3, 
it appears as if there is a finite contact angle. Herein we address 
the significance of the film thickness profile measurements. 

1 
2 
3 

\ \ 

: 8 0 = 13.6nmQ=0.0W 
: 8 0 = 4.7nmQ=0.10W 
80 = 2.9nm Q=0.54W 

PROPANOL 

6 

to 

0 50 100 T 150 

RELATIVE DISTANCE, X, Jim 

Fig. 3 Film thickness profiles of propanol menisci at different levels of 
evaporation. The data are essentially continuous for the capillary region 
since each pixel measures a region with a diameter of 0.625 /tm. 

illary pressures present in a curved evaporating thin liquid film 
(Wayner et al., 1976). 

P' ~~ P" ~ r3 S3 
d]b_ 

dx2 (1) 

Theoretical 
At steady state, liquid flows in the film because of evaporation, 

which is a function of local superheat and pressure. The local 
superheat is the temperature difference between the liquid-vapor 
interface, T;„, and the vapor phase, 7*„, which is presumed to be 
isothermal and pure. The tendency of the liquid to evaporate is 
reduced by adsorption and a negative capillary pressure. In this 
study the adsorption forces are restricted to the London-van der 
Waals dispersion force and the film is assumed to be fairly flat 
so that lubrication approximation holds. Marangoni flow is ex
pected to be relatively small because of the purity of the fluid 
and the small temperature variation along the substrate for the 
low heat flux cases studied herein. It has been experimentally 
observed that the average temperature'change along the substrate 
in the region where evaporation occurs is of the order of 1 0 2 °C, 
whereas the average temperature difference across the liquid film 
and interface, AT, is of the order of 10 "4 °C. Therefore, we feel 
that the constant substrate temperature assumption is justified. 
These small temperature gradients also indicate that the Maran
goni effects are relatively small. Since the film has a resistance 
to heat conduction, the thicker portions of the film will be less 
superheated at the liquid-vapor interface than the thinner por
tions. If the film is sufficiently thin, the liquid-solid intermolec-
ular force field will keep the spreading (zero contact angle) film 
from evaporating even though it is superheated. Therefore we 
expect the evaporation rate to be highest where the film thickness 
is moderate. 

The literature provides relationships that are the basis for the 
following model for liquid flow and heat transfer in the evapo
rating thin films (Potash and Wayner, 1972; Moosman and 
Homsy, 1980; Teletzke et al., 1987; Wayner, 1991). The devel
opment of the model, boundary conditions, and numerical solu
tion scheme have been discussed in great detail in a recent pub
lication by DasGupta et al. (1993a). Herein we will only intro
duce the basic model equations so that newer data and 
applications of the model, e.g., the estimation of the heat transfer 
coefficients, etc., can be emphasized. 

The liquid pressure, P,, is related to the vapor phase pressure, 
P„, by the modified form of the augmented Young-Laplace 
equation. This model accounts for both the disjoining and cap-

where 6-irA is the Hamaker constant (negative for a spreading 
liquid), 6(x) is the film thickness, and a is the surface tension. 
The first term on the right-hand side of Eq. (1) is called the 
disjoining pressure, II, and it represents the body force on the 
liquid due to dispersion phenomena. The limitations of the ex
pression for disjoining pressure are discussed by Truong and 
Wayner (1987). The complete expression for curvature (K) is 
given by the following expression: 

K 

<£1 
dx2 

i + dsy 
dx I 

(2) 

Therefore, the simplified expression for the curvature is valid 
only if the square of the slope is small compared to one. The 
maximum slope of the film thickness profiles in our experiments 
is 0.12 and hence we feel that the use of the simplified form of 
curvature is justified. 

The mass flow rate per unit width of the film, F(x), in a 
slightly tapered thin film is related to the pressure gradient in the 
flow direction by lubrication theory: 

T(x) 
5v dx 

(3) 

v is the kinematic viscosity. Equations (1) and (3) demonstrate 
that the mass flow rate is a function of the thin film shape, S(x). 

Wayner et al. (1976) used a Kelvin-Clapeyron equation for 
the variation of equilibrium vapor pressure with temperature and 
disjoining pressure in a horizontal thin film. The following quasi-
thermodynamic solution for the evaporative flux as a function of 
the temperature and pressure jumps at the interface is a model 
based on the Kelvin-Clapeyron equation (Wayner, 1991): 

a(T,„ - T„) + b(P, - P„) (4) 

where m is the evaporative flux, defined as the amount of liquid 
evaporating from the liquid film per unit area per unit time, Th 

is the temperature of the liquid-vapor interface, and T„ is the 
temperature of the vapor. According to Eq. (4) evaporation is 
promoted by superheat and hindered by low liquid film pressure. 
The coefficients, a and b, are defined as 
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c 
M 

2nRTh 

P„MAh„ 

RTVT,„ 
V,T„ 

' MAh,„ 
(5) 

C is the accommodation coefficient, defined as equal to 2-y/(2 — 
y), where y is the evaporation coefficient. For this analysis, y 
has been taken to be equal to 1.0 and therefore C has a value of 
2.0. M is the molecular weight, Pv is the vapor pressure at tem
perature T„, V, is the molar volume of the liquid. Ah„, is the 
enthalpy of vaporization per unit mass, at temperature T,„. In 
practice 7)„ is unknown. However, if the temperature differences 
are small compared to the absolute temperature, the known sub
strate temperature, Ts, may be substituted for the unknown T,v in 
Eq. (5) to calculate a and b. Following Moosman and Homsy 
(1980), the one-dimensional heat conduction heat transfer so
lution for the film is used to eliminate Th in favor of T„ in Eq. 
(4) and is further simplified using Eq. (1): 

1 

1 + 
aAh,„ 

[a(T. - T„) + b(P, - P„)] 

1 + 
aAh„, 

a(T, - r„) + b 
<53 dx2 (6) 

where k is the thermal conductivity of the liquid. This equation 
clearly demonstrates the direct effect of film thickness and inter-
molecular forces on the evaporation rate. The evaporative flux is 
linked to the flow rate in the film through a material balance: 

dT__. 
dx 

The coupled differential equations are thus Eq. (1) and 

1 

(7) 

J__rf 
3u dx 

, 3 ^ 

dx 1 , a/^h'» r i H 0 

[aAT + b(P, - P„)] (8) 

where 

AT = Ts - T„ (9) 

The variables are nondimensionalized in the following way. 
For a strictly flat film, 5(x> t) = S0. Since there is no pressure 
gradient in such a film, the right-hand side of Eq. (8) must be 
zero. Hence, 

b(P, - P„) = -aAT; 
A_ 

Si 
-"-AT 

b 
(10) 

If S0 is so chosen, the flat film is a solution to the governing Eqs. 
(1) and (8). The reference thickness is thus fixed and the ref
erence pressure is the magnitude of the disjoining pressure of 
such a film. This pressure is obtained from Eq. (10) as 

n„ AT (11) 

The dimensionless pressure difference is defined in the follow
ing way 

4> = {P,- -P„)/n0 (12) 

As described by DasGupta et al. (1993a), the governing Eqs. (1) 
and (8) are nondimensionalized to obtain 

}_d_ 

3d£ 

4> = 

3d<f> 

1 d\_ 
de 

dt 
i 

1 + KT] 
( 1 + * ) 

(13) 

(14) 

where f is the dimensionless position, defined as 

£ = — where /: uaAT' 
A < 0 (15) 

The dimensionless thickness is 77 = 6/50- The dimensionless 
groups K and e are 

aAh,„50 o8Qbv 
K = ; e = = - (16) 

The parameter K is a measure of the importance of the resis
tance of the film to thermal conduction. The parameter e is a 
measure of the importance of capillary pressure effects relative 
to disjoining pressure effects. We impose two far-field condi
tions. The first condition is 

F o r £ -> 00: 77 -* 1; -1 (17) 

The film thickness is assumed to asymptotically approach the 
nonevaporating adsorbed film thickness. The second condition is 

For £ -> —°°: 77 - 4> ~* ~ </>™ (18) 

The liquid pressure difference is assumed to approach a constant 
value, <£,„, in the thicker portion of the meniscus, which can 
be experimentally varied by varying the base pressure in the 
meniscus. 

The left-hand side of Eq. (14) is also the dimensionless mass 
or heat flux, where the scaling factors, m"' and q'd', are obtained 
using 

tri" = aAT; qid = aATAh,,, (19) 

Discussion 
The governing equations were solved numerically and com

pared with the experimental data for an extended meniscus 
(DasGupta et al., 1993a), which gave consistent and justifiable 
values of the modified Hamaker constant. A Taylor series ex
pansion of the fourth-order nonlinear transport model was used 
to evaluate the extremely sensitive initial conditions at the inter
line. In a related paper (DasGupta et al., 1993b), the pressure 
field was evaluated and the coupling between the disjoining and 
capillary pressure was demonstrated. In the present work we used 
the same methodology to estimate the values of the modified 
Hamaker constants and the interfacial temperature differences for 
our experiments and to determine the slopes of the meniscus 
profiles. Since the solution scheme and subsequent analysis have 
already been presented in great detail in those two publications, 
they are not repeated herein. The recent experiments and the anal
ysis presented in this paper will demonstrate the validity of the 
augmented Young-Laplace equation, by comparing the equilib
rium meniscus slope from the experiments and from the solution 
of the equation. The present study and the discussion of the re
sults from another study will confirm the potentials of high heat 
flux evaporation from an extended meniscus. 

Meniscus Slope. The slopes, dS/dx, are calculated by ana
lyzing the experimental data using the proposed model (Eqs. 
(13) and (14)) and are presented as functions of film thickness 
in Fig. 4 for propanol at different levels of evaporation. It must 
be mentioned that for our reference frame, the slope is always 
negative (film thickness decreases as distance increases). In the 
subsequent discussion about the magnitudes and trends in the 
slope profiles under different conditions we refer to their absolute 
values. 

As can be seen from Fig. 4, the slope and hence the magnitude 
of the apparent contact angle increase with increase in heat input 
(evaporation). This is an important experimental confirmation of 
the effect of heat flux on the slope and curvature of a meniscus. 
These figures clearly demonstrate that the profiles essentially 
start from a flat film region (zero slope and curvature), pass 
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Fig. 4 Slope versus film thickness of propanol menisci at different levels 
of evaporation 

through a region where the slope (dS/dx) increases rapidly (spe
cially for the cases involving evaporation), and then the slopes 
of the slope (dS/dx) versus distance (or film thickness) curves 
stabilize to become weak functions of distance or film thickness. 
In the legend of Fig. 4, a very small heat flux, ±AQ, has been 
added to the Q = 0.0 W case to indicate that small disturbances 
were present due to uncontrolled environment. This will be ap
parent in the next subsections where the reference temperature 
difference and the heat fluxes will be discussed. 

Next the slope profiles from the data analysis are compared 
with the slope profiles obtained from the solution of the aug
mented Young-Laplace equation. The augmented Y o u n g -
Laplace equation can be written for a point in the thicker portion 
of the meniscus, where the disjoining pressure effects are negli
gible, and for another point where both effects are present. The 
curvature at the thicker portion of the meniscus (K„) is nearly 
constant (DasGupta et al., 1993b): 

aK 
A_ 

<53 
aK«, 2 = 0 (20) 

The following variables are introduced next to obtain Eq. (22) 
from Eq. ( 2 0 ) : 

V 
6_ 

So 

d2rj 

dZ2 

Z = x 

-A 

K^U2 

So, 

1 
1 

(21) 

(22) 

Equations ( 2 0 ) - ( 2 2 ) are valid for an equilibrium situation 
where no evaporation or condensation is taking place. In the de
velopment of Eq. ( 2 0 ) , a simplified expression for curvature is 
used, which is valid if the square of the slope is very small com
pared to one. For our experiments, dS/dx is small (the value of 
the maximum slope is 0.12) and hence using the simplified form 
of curvature is justified. A dimensionless variable, a, is defined 
next: 

meniscus from the equilibrium situation. The following discus
sion of two experimental cases, which were very close to equi
librium, will demonstrate the utility of the model and the evalu
ation of the values of a. After multiplying both sides of this 
equation by 2dr)ldZ, it can be integrated (C , is the constant of 
integration): 

dZ 
2r] + + C, (25) 

The boundary condition used for the completely wetting case is 

dr\ 
For V = a —2 0 

dZ 
(26) 

We note that this can be viewed as an artificial boundary con
dition for a nonequilibrium system for which a > 1. The utility 
of the extended model is demonstrated below. 

Using the boundary condition, the slope of the meniscus can 
be expressed as 

d5 ... / a 3 

jx = ~{K^ h + v2 3a (27) 

Hence if the curvature at the thicker end of the meniscus, J?„, 
along with A, S0, and a are known, the slope of the meniscus 
can be directly calculated as a function of the film thickness, 
using only the augmented Young-Laplace equation. The minus 
sign in Eq. (27) is indicative of the fact that for the reference 
frame selected, the meniscus slope should always be negative 
(film thickness decreases as distance increases). 

Table 1 summarizes two experimental cases with Q (power 
input) = 0.0 W ± AQ. ±AQ represents a very small uncon
trolled source or sink due to the surroundings. The values of <50 

are obtained experimentally, a is from the literature, and the val
ues of A and Km are obtained by the match between the actual 
experimental profile and the numerically solved theoretical pro
files. The values of a obtained using Eq. (23) in Table 1 clearly 
indicate that both the propanol and octane menisci were very 
close to equilibrium (when Q = 0.0 W ) . The interfacial temper
ature differences, obtained by the match between the data and 
the numerical solution of the model, show that the values of AT 
( = r , — T„), the reference temperature difference at S = 50, are 
very small. Hence it is expected that if Eq. (27) is used to cal
culate the slope as a function of film thickness for these two cases 
using the values from Table 1, the results will be close to that 
obtained from the experimental data analysis. 

Figures 5 and 6 are plots of the slope as functions of film 
thickness. The solid lines are obtained from data analysis, the 
triangles in the figures are obtained using Eq. (27) with the val
ues of a given in Table 1. It is evident from these figures that 
the experimental results are very close to the points (the triangles 
in the graph) obtained using Eq. ( 2 7 ) . These results clearly dem
onstrate the validity of the augmented Young-Laplace equation 
to predict the equilibrium meniscus shape. 

Calculation of Evaporative Heat Flux Profile. The dimen
sionless interfacial evaporative heat flux, Q, profiles are pre
sented in Fig. 7 for propanol. The ideal heat flux, q"' = aATAh,,,, 

aKcoSl 

Equation (22) can now be written as 

d2
V 

dZ2 . 3 

V 

(23) 

(24) 

We note that the value of a can be calculated from experi
mental measurement (S0) and subsequent analysis of the data (to 
obtain A and Km). For the equilibrium case, Q = 0 and a = 1. 
Any values of a other than unity will signify the deviation of a 

Table 1 Selected characteristics of ethanol and octane menisci at Q : 

0:0 W ± AQ 

Liquid 

Propanol 

Octane 

So 

(nm) 

13.6±0.4 

19.110.4 

A 

(J) 

3.81X10"23 

7.55x10"23 

(1/m) 

637 

422 

o x 102 

(N/m) 

2.34 

2.09 

a 

1.005 

1.071 

AT 

(K) 

7.06X10'6 

1.20X10"5 

Journal of Heat Transfer NOVEMBER 1994, Vol. 116/1011 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.08 

0.00 

SLOPE VS FILM THICKNESS 

LIQUID : PROPANOL 

Q = 0.0W+ AQ 

'- Slope From Data Analysis 

A A A Prediction From Eq. (27) 

0.0 1.5 3.0 

FILM THICKNESS, 8 , ( ( l m ) 

Fig. 5 Comparison of actual meniscus slope with that predicted from 
the augmented Young-Laplace equation for propanol for a situation very 
close to equilibrium (Q = 0.0 W ± AQ) 
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Fig. 7 Dimensionless heat flux versus dimensionless film thickness. Pro
panol: Q = 0.0 W ± AQ, q1" = 3.84 X 10° W/m2, Q = 0.1 W, (f = 3.8 X 10' 
W/m2, Q = 0.54 W, qf = 1.86 X 102 W/m2. 

based on kinetic theory, is given in the caption. The left-hand 
side of Eq. (14), which is equal to Q = qlq"', can be used to 
describe the characteristics of the profile. Note the presence of a 
very small evaporation for the Q = 0.0 W case (almost obscured 
by the horizontal axis). At the interline, <50, the dimensionless 
pressure, <£, is given by <f> = — 1. Therefore, the flux is equal to 
zero. The absolute value of <f> decreases as the thickness in
creases. Therefore, the interfacial flux increases because the ef
fect of interfacial forces decreases. This increase does not con
tinue indefinitely because of conductive resistance in the liquid 
film, which is represented by KT) in Eq. (14). Therefore, we ob
tain a maximum in the flux profile and note that the resistances 
are substantial. A recent numerical study by Stephan and Busse 
(1992) also predicted substantial resistances in the contact line 
region. We note that the actual increase in heat flux as the heat 
input to the system increases is somewhat eclipsed by the con
siderably different values (included in the caption of Fig. 7) of 
the scaling factors for the heat flux, q'd, for the three cases. 

The maximum flux, qm™, can be obtained by multiplying the 
maximum value of the dimensionless interfacial evaporative heat 
flux (Fig. 7), by the reference ideal heat flux, q"'. The maxima 
occurred at thickness values of approximately 5 to 15 times <50 

in these studies. The ideal heat flux was obtained using Eq. (19). 
The experimental results of the variation of qm™ with AT (AT 
= Ts — Tv) for several liquids at different levels of evaporation 
are presented in Fig. 8. A few of the experiments at relatively 

higher heat fluxes (e.g., the two R113 data points at the higher 
end of AT in Fig. 8) were performed with a smaller gap of the 
capillary feeder to provide stability to the evaporating menisci at 
high heat fluxes. For the small region AT is assumed to be a 
constant. The values of qmm for different liquids depend on var
ious parameters, e.g., the liquid-solid interactions, the gap width 
of the capillary device, the thermophysical properties of the liq
uid, etc. The exact nature of the functional relationship between 
these quantities and the heat flux is quite complex and yet to be 
understood. More experimental data on a wide range of A7" are 
needed to develop any correlation. Presently experiments at 
higher heat fluxes (higher AT) are restricted by limitations of 
the experimental setup (magnification, resolution, etc.) as well 
as the varying nature of the working liquids. The figure shows 
that <7max is a strong function of AT and it increases with increase 
in AT. This is due to both the increase in AT and the increase 
in the vapor pressure. Note the close to linear relationship be
tween qmax and AT, on a logarithmic plot, even for different 
fluids. The two data points in the lower AT range, which show 
deviation from linearity, were distinctively different from the 
other data points due to their close proximity to equilibrium with 
very small evaporation. We believe that the nature of the gmax 

versus AT plot is due to stable evaporation of the liquid menis
cus, sustained by continuous liquid flow from the capillary feeder 
toward the contact line region for the evaporation levels studied 
herein. We note that further experiments with high heat fluxes 
are needed to understand this complex phenomenon completely. 
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Fig. 6 Comparison of actual meniscus slope with that predicted from 
the augmented Young-Laplace equation for octane for a situation very 
close to equilibrium (Q - 0.0 W ± AQ) 
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Fig. 9 Convective heat transfer coefficient at the interface versus film Fig. 10 Convective heat transfer coefficient at the interface versus film 
thickness. Propanol: Q = 0.0 W ± AQ, AT = 7.06 X 10~6 K and Q = 0.54 thickness. Octane: Q = 0.0 W ± AQ, AT = 1.29 X 10"s K and Q = 0.3 W, 
W, A T = 2.55 X 1 0 " K. AT = 4.53 X 10" K. 

For example, the maximum possible stable heat flux, which is a 
function of the liquid-solid system and the size of the capillary 
feeder, is an important unknown. 

Heat Transfer Coefficient. The convective heat transfer co
efficient, h,„, corresponding to the change-of-phase heat transfer 
at the liquid-vapor interface, has been defined as 

q = h,v(Th - T„) (28) 

where q is the heat flux leaving the interface and (7)„ — J J is 
the interfacial temperature difference. Combining Eqs. (4) and 
(28), h,v can be expressed as 

K = 
arhAh,, 

(Tlv - Tv) HP, - />„) 
(29) 

This expression for htv does not require the knowledge of Th 

as a function of the distance along the substrate, which is im
possible to measure experimentally. Whereas, the experimentally 
obtained film thickness profile, which is a measure of the pressure 
field, can be analyzed, using the proposed model, to obtain the 
pressure drop, (P, — Pv), across the liquid-vapor interface and 
the mass flux, m, as functions of film thickness or distance 
(DasGupta et al., 1993b). These, combined with the thermo-
physical properties of the liquid (to calculate a, b, and Ahm), 
are used to evaluate the numerical values of the heat transfer 
coefficients. It is noted that though the heat transfer coefficient 
is for the interface, it is connected to the liquid-solid interactions 
by its dependence on the pressure field. 

Figures 9 and 10 are plots of the heat transfer coefficients as 
functions of film thickness. It is clear from the figures that the 
values of the heat transfer coefficients depend on the operating 
temperature (or heat input) level. The heat transfer coefficient 
starts from a value equal to zero in the adsorbed thin film region 
but increases rapidly and reaches a nearly constant value in the 
thicker portion of the meniscus for a specific heat input level. 
The value increases with increase in heat input. For clarity pur
poses, the large variation of h,v at small film thicknesses are pre
sented in the large figures, whereas the variation over the whole 
experimental range of film thickness is displayed at the inset. It 
is apparent from Fig. 9 that the Q = 0.0 W case for propanol was 
indeed very close to equilibrium, as shown by the small value of 
the heat transfer coefficient. We note that even though the heater 
was off for the isothermal cases, a very small amount of con
ducted heat from the uncontrolled environment could have 
caused the phase change as shown in Fig. 7. For a heat input 
case, these figures demonstrate that high evaporation rates (an h 

close to 106 W/m2 K for propanol for a relatively small heat 
input of 0.54 W) are possible in a cooling device using an evap
orating extended meniscus. The present study is therefore a val
uable precursor to future high heat flux experiments and analysis 
that are needed to explore fully the heat sink potential of the 
contact line region of a stationary curved thin film in which the 
profile and fluid flow responds to the heat flux. 

In Fig. 11, the conduction heat transfer resistances in the thin 
film and the convection resistance at the liquid-vapor interface 
are plotted. The figure shows that in the thinner portion of the 
film the conduction resistance is small compared to the resistance 
to evaporative heat transfer. But with the increase in the film 
thickness, the conduction resistance increases and can become 
the predominant resistance to heat transfer present in the system, 
as was observed by Stephan and Busse (1992). 

A plot of the overall heat transfer coefficient, (7, based on heat 
transfer from the liquid-solid interface to the vapor versus the 
film thickness for propanol meniscus at 0.54 W is presented in 
Fig. 12. U is related to the heat transfer resistances in the liquid 
film and at the liquid-vapor interface by the following relation: 

l__6 J_ 
U~ k + hlu 

(30) 
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Fig. 11 Heat transfer resistances versus film thickness for propanol me
niscus at Q 0.54 W 
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Fig. 12 Overall heat transfer coefficient versus film thickness for pro 
panol meniscus at Q = 0.54 W 

As expected, the overall heat transfer coefficient quickly reaches 
a maximum in the thinner portions of the film and starts to de
crease thereafter due to the increase in the film conduction resis
tance. 

In a recent theoretical study Schonberg et al. (1993) used these 
equations to evaluate the microscopic part of a steady meniscus 
in a small (2 fim) channel at high heat fluxes. Conduction in the 
liquid phase in the macroscopic region was calculated using finite 
element analysis. They found that the heat flux is a function of 
the long-range van der Waals dispersion forces, which represent 
the interfacial conditions. Their results predict that, even though 
the real contact angle is 0 deg (completely wetting system), the 
apparent contact angle can have a substantial value. This is prob
ably due to large viscous stresses in the contact line region and 
can have a substantial effect on the capillary suction of the de
vices. Their work shows that a very high heat flux (1.2 — 1.5 X 
106 W/m2, based on a 2 ^m microchannel) is theoretically pos
sible in a stable evaporating meniscus. However, it must be em
phasized that unknowns like stability at high heat fluxes in ex
tremely small systems have not been studied experimentally. In 
some preliminary experiments oscillations of the meniscus have 
been observed. It has also been noted that the pressure drop as
sociated with the vapor removal from a rapidly evaporating me
niscus can be substantial. Both of these phenomena are functions 
of the design, the working fluid, the solid substrate, the temper
ature level of operation, etc., and are extremely complex. 

Conclusions 
1 The utility of a Kelvin-Clapeyron change-of-phase heat 

transfer model based on interfacial thermodynamics, ki
netic theory, and the augmented Young-Laplace equation 
is demonstrated. 

2 At equilibrium, the augmented Young-Laplace equation 
accurately predicts the meniscus slope. The interfacial 
slope is a function of the heat flux. 

3 The heat flux and heat transfer coefficient of an evaporating 
thin liquid film are strong functions of the film thickness 
profile, curvature, and AT. 

4 The results from the experiments and a related theoretical 
study suggest that a stable evaporating meniscus with a 
high heat flux is possible. 
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An Experimental and Analytical 
Investigation of Ice Formation 
From a Circular Water Jet 
Impinging on a Horizontal 
Cold Surface 
The transient freezing of water impinging vertically on a subzero disk through a circular 
jet is studied experimentally to determine the interaction of the fluid flow and the solid
ification process. Experiments are performed over a range of the jet Reynolds number 
(1600 < Re, < 3500) based on the average velocity and radius of the falling jet at the 
impingement point. For this range of Reynolds numbers, that corresponds to tube Reyn
olds numbers less than 1100, and in the absence of solidification, the thin liquid film is 
characterized by a smooth circular hydraulic jump whose diameter is measured and 
correlated with the jet Reynolds number. The solidification process is initiated away 
from the jet (i.e., outside of the hydraulic jump) and moves inward toward the jet. The 
formation and growth of ice on the cold surface affect the flow field over the surface. 
This effect manifests itself in the form of a rapid reduction of the hydraulic jump di
ameter accompanied by instability in its position until its complete disappearance. The 
effect of fluid flow on the solidification process is found to be a small reduction in the 
nucleation temperature. The ice layer profiles at different times for different values of 
jet Reynolds number, and Stefan numbers of the surface and jet are also measured and 
reported. An approximate model is developed for the calculation of the transient crust 
growth by neglecting the interaction between the flow and solidification. The predicted 
solid crust profiles are compared with the measured ones, and the extent of the flow-
freezing interactions is discussed. The approximate model is also used for a parametric 
study of the problem for a constant temperature surface. 

1 Introduction 
Solidification problems in which forced convection is occur

ring in the melt are encountered in nature and many technolog
ically important processes. The formation of an ice cover on a 
river, the freezing of water pipes, solidification of a lava stream 
flowing over rocks or soil, and solidification of a metal ingot are 
a few applications that have motivated research in this area. In 
some industrial processes, such as the impingement of the molten 
metal on a spinning disk, or coating of layers on moving sheets 
or tubes, and ice-making refrigerators, the impinging liquid jet 
solidifies on the surface. In these applications, the interaction 
between the growth of the frozen layer and the warm liquid flow
ing over it may bring forth complications in addition to the basic 
nonlinearity of the transient phase-change problem. Previous in
vestigations have sought to characterize the interplay between 
melt flow and the solidification process from both theoretical and 
experimental perspectives in a variety of geometric configura
tions and boundary conditions. Cheung and Epstein (1984) pre
sented a general review of the subject, and recent developments 
related to the materials processing are reviewed by Smith and 
Hoadley(1987). 

Depending on the flow and surface configurations and their 
temperatures, there are three major aspects of flow-freezing 
interaction that may arise to influence the heat transfer and 
solidification rates. First, the motion of the interface and vol-
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Keywords: Forced Convection, Jets, Phase-Change Phenomena. Associate Techni
cal Editor: F. P. Incropera. 

umetric change due to phase change may influence the veloc
ity field near the heat transfer surface, which may in turn affect 
the heat transfer rate at the interface. Second, the shape of the 
solidified layer may distort the flow field adjacent to it, causing 
a change in the convective heat transfer characteristics. Third, 
the variation of the heat transfer rate in the flow direction, if 
present, may cause a nonuniform crust growth over the cold 
surface. This may result in two-dimensional heat conduction 
in the crust, which may alter the streamwise variation of the 
heat transfer coefficient over the interface. There is another 
form of flow-freezing interaction that only arises in transient 
solidification under the condition that no solid nucleus is ini
tially present on the cold surface. The fluid flow may suppress 
the freezing process by preventing solid nucleation beyond the 
limits observed in conduction controlled solidification. The 
freezing of supercooled liquid after the inception of solidifi
cation is known to be very rapid, and this may change the flow 
field near the moving interface, and as a result, the heat trans
fer and freezing rates. This aspect of flow-freezing interaction 
has received less attention compared to the other ones. The 
important findings of previous investigations on flow-freezing 
interactions in external flow geometries are briefly reviewed 
here, since an extensive review of melting and freezing in in
ternal and external flows is already available (Cheung and 
Epstein, 1984). 

Boundary layer flows over growing surfaces have been studied 
both experimentally (Savino and Siegel, 1967; Hirata et al., 
1979; Gilpin et al., 1980) and theoretically (Lapadula and 
Mueller, 1966; Beauboeuf and Chapman, 1967; Savino and Sie
gel, 1969; Epstein, 1976; Hirata et al., 1979). The theoretical 
studies, with the exception of Hirata et al. (1979), are based on 
two important simplifying assumptions, i.e., streamwise heat 
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conduction in the crust layer is neglected, and effects of the mo
tion and the shape of the solid-liquid interface on the flow are 
assumed to be negligible. With these assumptions, the convective 
heat transfer coefficient (without phase change) may be used at 
the interface to calculate the transient growth of the crust. The 
extent of validity of these assumptions is examined experimen
tally and theoretically by Hirata et al. (1979) who studied the 
shape of the steady-state ice layer formed by a boundary layer 
flow over a constant temperature horizontal flat plate. From these 
works, it can be concluded that the effect of phase change on the 
flow field is generally insignificant for both transient and steady-
state conditions, mainly because the crust formation does not 
cause flow constriction, the interface velocity is usually much 
smaller than the free-stream velocity, and the volumetric change 
due to phase change for most materials is too small to distort the 
flow field. The streamwise conduction in the crust is reported 
(Hirata et al., 1979) to be important only for thick crusts, de
posited in flows with large cooling temperature ratios, (7} - Ts)l 
{T.-Tf). 

The interaction of fluid flow and solid nucleation is addressed 
in the experimental study presented by Savino and Siegel (1967) 
for a boundary layer flow over a flat horizontal plate. In the ab
sence of an initial ice patch on the cold surface, the surface needs 
to be cooled extensively (to as low as — 11°C in some cases) 
before ice nucleation. The temperature of the flowing water near 
the surface is reported to be as low as — 7°C before initiation of 
freezing. This level of supercooling is well within the required 
range for inception and growth of ice crystals in the absence of 
water flow, i.e., 1 to 20°C supercooling depending on water qual
ity, surface characteristics, etc. (Hallett, 1964). Therefore, no 
conclusions on the influence of flow on ice nucleation are drawn 
in this study. The formation of ice is reported to be very sudden 
and covering the entire surface instantaneously. This so-called 
flash-freezing is accompanied by a sudden increase in the surface 
and water temperatures. The abrupt crust formation over the plate 
and flow of latent heat in two directions away from the interface 
has an obvious impact on the thermal boundary layer and heat 
transfer over the plate, at least for a short period following the 
flash-freezing. The effect of flash-freezing on the boundary layer 

flow is not reported. This is not expected to be significant, since 
the ice layer is initially uniform and thin (compared to the height 
of the channel), and the flow adjusts to the interface shape with
out any significant change in the radial pressure gradient. 

Phase-change heat transfer in stagnation flow has also received 
considerable attention. Most of the investigations are, however, 
focused on the jet impingement melting problem in connection 
with the use of hot liquid jets for drilling into ice or frozen soil, 
and ablation of heat shields for space-craft (cf. Cheung and Ep
stein, 1984). Solidification of a liquid discharged from a jet onto 
a chilled surface has not been examined adequately in spite of 
important applications in materials processing (e.g., rapid solid
ification, and planar continuous casting; Smith and Hoadley, 
1987), ice making (ASHRAE, 1990) and nuclear technology 
(cf. Epstein, 1976; Cheung and Epstein, 1984). Savino et al. 
(1970) examined the crust formation in the stagnation region of 
a submerged liquid jet experimentally. Their measurements of 
the temporal variation of the interface position at the stagnation 
point are in good agreement with the predictions of a heat con
duction model with a moving boundary by using a forced con
vection heat transfer coefficient in the interface energy balance 
equation. They concluded that the phase-change process does not 
alter the heat transfer characteristics of the impinged surface. This 
may be attributed to the fact that the crust growth is not extensive 
enough to cause flow constriction, nor is it nonuniform enough 
to distort the velocity field. 

The main objective of this work is to develop a fundamental 
understanding about different aspects of flow-freezing interac
tions. The work is motivated by its applications in the manufac
turing of ice for consumption or cold-storage via belt-ice method 
and inverted-mold method (ASHRAE, 1988), in which water 
strikes and flows over a chilled surface while forming ice on it. 
In view of these applications, the transient freezing of a liquid 
film flow, generated by an unsubmerged jet issuing vertically 
from a long circular pipe and impinged onto a horizontal chilled 
disk, is considered. For the configuration examined, the various 
forms of interactions between the fluid flow and its solidification 
mentioned above are present at a considerably more extensive 
level than those examined by previous investigators, i.e., crust 

Nomenclature 

A = coefficient in Eq. (6) 
B = coefficient in Eq. (6) 
c = specific heat, J/kgK 
d = tube diameter, m 

Fo = Fourier number = tajrf 
Fr,5 = Froude number = uHgS 

g = gravitational acceleration, kg/m2 

hf = latent heat, J/kg 
k = thermal conductivity, W/mK 

Nu = local Nusselt number based on 
liquid film thickness = q,S/k,(Th 

-Tf) 
p = pressure, Pa 

Pr = liquid Prandtl number = via 
q, = heat flux at solid/liquid interface, 

W/m2 

Q = volume flow rate, m3/s 
r = radial coordinate, m 

rh — radial position of hydraulic jump, 
m 

r, = radius of impinging jet, m 
R = dimensionless radial position 

= r/r. 
Re, = impingement point Reynolds 

number = Q/vn 
Rerf = pipe Reynolds number = AQIitdv 

thickness of solidified layer, m 
dimensionless thickness of so
lidified layer = slr{ 

Stefan number of jet = cy(7} — 
Tf)lhf 

Ste; = local Stefan number of liquid = 
c,(Tb - Tf)lhf 

Stefan number of ice/solid 
based on coolant temperature = 
cffs - Tc)lhf 

Stefan number of the solid crust 
= cff, - T,yhf 
time, s 
temperature, K 
velocity components, m/s 
mean radial velocity = Q/2nr5, 
m/s 
coordinate normal to surface, m 
dimensionless coordinate nor
mal to surface = zlr-, 
thermal diffusivity, m2/s 
thickness of liquid film, m 
dimensionless thickness of liq
uid film = 8/r, 
dimensionless coordinate for 
liquid film = (z — s)l6 

Ste, 

Ste, 

Stes = 

t = 

T = 

u = 

z = 

z = 
a = 
5 = 

A = 

dimensionless solid (ice) temper
ature = (T- Tf)/(Tf - T„) 
dimensionless film bulk tempera
ture = (Tb - Tf)l{Tj - 7» 
dimensionless liquid temperature 
= (T, - Tf)/(Tj - Tf) 
dimensionless surface tempera
ture = (T, - Tf)/(Tf - Tc) 
ratio of phase properties = (csk,)l 
(c,ks) 
kinematic viscosity, m2/s 
density, kg/m3 

Subscripts 

c = 
/ = 
h = 

bulk 
coolant (ethylene glycol) 
fusion/interface 
hydraulic jump 
impingement point 
jet 
liquid film 
solid (ice) or surface 
free stream/surface 

Superscripts 

init = nucleation initiation 

Journal of Heat Transfer NOVEMBER 1994, Vol. 116/1017 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



formations in plane stagnation or boundary layer flows. This is 
mainly due to the presence of a free surface in the case of spread
ing film flow that makes it more sensitive to the crust formation. 
The strong streamwise dependency of the flow and heat transfer 
is also likely to give rise to nonuniform crust growth over the 
surface, which may in turn influence the film flow and heat trans
fer over the surface. Moreover, since transient solidification is 
considered, with no ice patch present on the surface initially, the 
interplay of flow and solid nucleation is also examined. These 
features make the situation examined conducive to a phenome-
nological study of different forms of interaction between the liq
uid flow and its solidification. 

Experiments are performed over a range of Reynolds number, 
1600 < Re, < 3500 or 270 < Re,, < 1100, for which the radial 
spread of the impinging jet is characterized by a thin fast-moving 
laminar film that goes through a smooth circular hydraulic jump 
(a rather rapid increase of depth and reduction of mean velocity) 
at a certain radial distance. For different Stefan numbers of jet 
and surface, the temporal and spatial variations of the surface and 
the liquid temperatures are measured and reported to illustrate 
the flow-freezing interactions. The ice layer profiles at different 
times for different values of Reynolds number, and Stefan num
bers of the surface and jet, are also measured and reported. Based 
on the experimental findings, two approximate models are de
veloped, one for the calculation of the heat transfer by a radially 
spreading flow, and one for the calculation of solidification with 
forced convection heat transfer at the interface, after neglecting 
the interaction between the two processes. The predicted solid 
crust profiles are compared with the experimental data to quantify 
further the flow-freezing interactions. 

2 Experimental Setup and Procedure 
The experiments are carried out using a closed-loop water jet 

system, shown schematically in Fig. 1. Deionized water is 
pumped from a cylindrical reservoir of 2.7 liters volume, through 
a helical coil made of thin-walled copper tubing (6.4 mm ID) 
that is placed in a constant-temperature bath (Neslab model RTE-
210). This is connected via a rotameter flowmeter to a long cir
cular tube (6.3 mm ID, and 100 diameters long) from which the 
vertical jet issued. This long tube is chosen to provide fully de
veloped laminar velocity profiles at its exit (i.e., Re,, ranged from 
270 to 1100). Flows with higher tube Reynolds numbers are not 
examined to preclude the propagation of the tube and jet flow 
fluctuations into the spreading film flow. All tests are conducted 
for a tube to surface spacing of 9.0 cm, for which the falling jet 
is free of interfacial instabilities. 

The thermostated liquid from the constant-temperature bath is 
circulated in a heat exchanger jacket that covered two thirds of 
the jet tube, and fine adjustment of the liquid jet temperature is 
achieved through an appropriate valve setting. The jet strikes a 
circular horizontal surface of 30.5 cm diameter consisting of two 
copper disks of 11.2 and 5.6 mm thickness, of which the thicker 
one is machined to provide a double-loop, multipass, counter-
current passage for the coolant when covered by the thinner disk. 
The two disks are furnace-brazed together for good thermal con
tact, and the top surface is ground, lapped, and polished to better 
than ±5 fim flatness across the disk diameter, with final disk heat 
exchanger thickness 17.2 mm. The disk is provided with three 
adjustable legs for accurate leveling. A second constant-temper
ature bath (Neslab model RTE-220) is connected through a valve 
system to the double-loop coolant passage in the disk. The disk 
is placed in a plexiglass cubical box with 35 cm long sides and 
12 mm thick walls in which the liquid dripping from the disk is 
collected. The jet is attached to the enclosure box vertically with 
its axis exactly aligned with the axis of the disk, with provisions 
for orientation adjustment and height variation. A ribbon of cot
ton gauze (with 0.5 mm X 0.5 mm mesh) is wrapped flush 
around the disk to reduce surface tension on the edge of the disk 
and facilitate radial spread of the jet with a smooth and stable 

Fig. 1 Schematic diagram of the setup: (1) liquid reservoir, (2) pump, (3) 
constant-temperature bath, (4) rotameter flowmeter, (5) jet heat ex
changer, (6) jet pipe, (7) and (8) test enclosure, (9) disk plate, (10) data 
acquisition system, (11) constant temperature bath for plate, (12) plate 
valves. Thermocouples #1 to #6, on the disk surface, are positioned at r 
= 0.0, 2.0, 5.0,8.5,11.5, and 14.0 cm, respectively. 

hydraulic jump. With this downstream flow condition, the mea
surements indicate that the film thickness is essentially constant 
far from the hydraulic jump; and from this, it is inferred that the 
disk diameter is not a defining parameter of the problem, for the 
flow conditions examined. The tubings and valves, the liquid 
reservoir, and the test enclosure box (with the exception of the 
observation side during the data runs) are insulated using styro-
foam and polyurethane foam to reduce the heat gain from the 
environment. 

A total of 16 copper-constantan thermocouples (wire diameter 
0.127 mm) are installed on the disk: four to measure coolant 
temperatures at the inlets and outlets on the disk heat exchanger, 
and 12 to measure the disk temperatures. These are installed at 
six radial positions: at the center of the disk (i.e., the jet impinge
ment point), and at radii 0.0, 2.0, 5.0, 8.5, 11.5, and 14.0 cm. 
The thermocouple wires are inserted from the back through 2.0-
mm-diam holes drilled in the copper disks, and the tips are either 
flush-mounted on the surface or glued to the copper 8.0 mm 
below the surface using a high thermal conductivity epoxy. Two 
fine thermocouples (wire diameter 0.01 mm) are installed on an 
x-y traversing system for measuring the liquid film temperature 
at different radial positions on the disk. Besides these, the liquid 
bulk temperatures before the jet discharge and after dripping from 
the disk, and the air temperatures at two points in the test enclo
sure are also measured. The thermocouples are connected to an 
HP-3497 data acquisition system interfaced with a computer that 
controlled data collection and storage at preselected time inter
vals. All the thermocouples are calibrated with accuracies of 
±0.15°C for the regular ones, and ±0.07°C for the fine ones used 
for liquid temperature measurements (all with 95 percent confi
dence). 

The jet flow rate is measured using a rotameter that is cali
brated with an accuracy of ±7 percent. The diameter of the jet 
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at the impingement point, the profile of the overriding liquid film 
(before any solidification run), and thickness of the crust are 
measured using a needle attached to an x—y traversing system. 
The traversing system is fixed to the enclosure box and has a 
resolution and repeatability of 0.01 mm in either direction. The 
needle is connected to a multimeter where it shows sensitivity to 
any contact of the needle with water, ice, and the disk surface. 

The preparation for a typical experiment begins by setting the 
jet flow rate and temperature at preselected values, and the con
stant-temperature bath connected to the disk heat exchanger at 
about 0.5°C below the desired coolant temperature at the inlet of 
the heat exchanger to compensate for the heat gain in the valves 
and tubings. With the jet at its preselected temperature impinging 
onto the disk, the valves on the surface coolant line are opened 
slightly and adjusted as required until the surface attained an 
average constant temperature close to 0°C. Meanwhile, jet di
ameter and height of the liquid film over the surface are measured 
with the traversing system. The test enclosure is then closed and 
covered with insulating foam. Final adjustments of jet and sur
face temperatures are made while waiting for the air in the en
closure to drop below 5°C to start the data run. An analytical 
sensitivity study (Naraghi, 1994) indicates that this condition is 
adequate to keep the heat gain through the free surface to less 
than 5 percent of the heat transferred to the disk heat exchanger 
by the liquid film during any experiment. The enclosure is cooled 
passively by the disk and cold liquid film flow for over one hour 
for its temperature to stabilize. 

A data run begins by closing the coolant bypass and fully 
opening the intake and return valves of the disk heat exchanger. 
Throughout a typical run, the temperatures of the plate, coolant, 
and liquid are measured at preselected time intervals, ranging 
from 2 to 10 seconds depending on the duration of the run. A 
video camera that is installed at a 45 deg angle from the jet axis 
is used to record the hydraulic jump and any interaction between 
solidification and fluid flow during the run. The thickness of ice 
crust on the surface cannot be measured during the run without 
interfering with the thin film flow. Therefore, a run is terminated 
at an appointed time to measure the solid thickness over the disk; 
and for other solidification times, new runs have to be started 
from the beginning with the same initial flow and temperature 
conditions. The flow field and crust thickness did not reach a 
steady-state condition for any of the cases examined due to the 
flow instabilities generated by the growing solid. Therefore, it 
was decided to stop any given run soon after the flow lost its 
radial characteristics. The termination sequence is started by di
verting the water jet away from the disk, and tilting the disk to 
remove all the remaining water from the surface. An absorbent 
paper is then used to collect any left-over droplets. This sequence 
of operations requires about 15 seconds. The thickness of the ice 
layer is then determined by first measuring the height of the ice 
covered surface and subtracting the measured height of the sur
face after the ice is melted by a heat gun. In both measurements, 
the needle and traversing system with electric contact indicator 
are used. The estimated uncertainty for the ice thickness mea
surement is ±0.05 mm. 

with a known layer of ice, s(r, t0), and the liquid is not super
cooled. 

Two approximate models, one for the crust growth calculation 
and one for the heat transfer from the radially spreading flow, 
are developed by assuming that the interactions between the two 
are negligible. The schematic of the problem and the coordinates 
are shown in Fig. 2. Using the experimental data as inputs for 
these two models, the transient crust profiles are calculated and 
compared with the experimental data at the equivalent solidifi
cation times to quantify the flow-freezing interaction. The de
velopment of the two models and the associated calculation pro
cedure are presented next, and the results of the calculations and 
the parametric studies are presented in the results and discussion 
section. 

3.1 Transient Crust Growth. The solidification of a liquid 
confined to a wall (disk) with time-varying surface temperature, 
and a convective heat transfer condition at the solid-liquid in
terface, is considered. The radial heat conduction in the solid is 
assumed to be negligible. This is well justified where the crust 
thickness is thin compared to the radial position. The model is 
applied to the region downstream of the impingement point, 
where the convective heat transfer at the interface does not vary 
significantly in the flow direction, and thus, one-dimensional 
conduction in the solid is valid. The thermophysical properties 
are taken to be independent of temperature, and solidification of 
a pure substance is modeled with a definite freezing temperature, 
7}, characterized by a sharp liquid-solid interface. 

With these assumptions, the conservation of energy in the solid 
and at the interface (at any radial position r) can be written as: 

dT d2T ^ 

¥ = a'9? fOT ° 
dT\ 

s(t), 

KYz\_-qi = phfJt at Z s(t), 

(1) 

(2) 

where q, is the convective heat transfer at the interface, which is 
treated as an unknown function of radial position on the disk that 
will be calculated from the model presented in the next part. The 
initial and boundary conditions of the problem are as follows: 

at t = tn T = T„ for 0 •so = s(t0), 

at z = 0 T = Ts for t > t0, 

at z = s(t) T= Tf for t > t0. (3) 

In these equations, the surface temperature Ts and the ice thick
ness i are functions of time and also the radial position. 

At any radial position, the one-dimensional transient phase-
change problem formulated above is solved by an integral 
method (Ozisik, 1980), after rendering the governing equations 
dimensionless using the following dimensionless variables: 

Fo = —r , Z = — , 
rf n 

- , and 6 
Ts 

(4) 

3 Analysis 
In this section, an approximate solution is developed for the 

modeling of the transient growth of ice crusts over a horizontal 
disk in the presence of a radially spreading water flow. The intent 
is to use the prediction of this model along with the experimental 
data to infer the effects of flow on the crust growth, and the 
influence of the crust growth on the convective heat transfer at 
the solid-liquid interface. Therefore, the experimental conditions 
are modeled closely. Specifically, the temporal and radial varia
tions of the disk temperature are accounted for in the model for
mulation. The effect of solid nucleation, however, is not included 
by starting the modeling at a time t0 when the disk is covered 

T, 

Ts (r, t) 
Film Flow 
Ice Layer 

Copper Disk 
Coolant Channel 
Copper Disk 
T, 

Fig. 2 Schematic of the physical problem and coordinates 
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Equation (1) is integrated over the crust thickness, and the result 
upon applying Leibnitz's rule and the boundary condition at the 
interface reduces to 

dO 

dZ 

86_ 

dZ 
1 d 

Ste.v dVo [Ste«f 0dZ (5) 

To simplify the solution of Eq. (5), the temperature profile is 
approximated by a quadratic polynomial in z, 

9 = - A [ l - (Z/S)] + B[\ - (Z/5)2] (6) 

The temperature boundary condition at the disk surface and the 
energy balance at the interface, Eq. (2), are enforced to deter
mine the coefficients A and B (Ozisik, 1980, p. 418), 
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The dimensionless variables introduced in Eq. (7) are the local 
Stefan number of liquid film Ste, = c,(Th — Tf)lhf, which de
pends on radial position through Th(r), the temporal radial Stefan 
number of the solidified crust cs(Tf - Ts)lhf with Ts(r, t), and 
the local Nusselt number of the over-riding liquid film Nu = q,6l 
k/(Tb — Tf), which is also a function of the radial position on 
the disk. Substituting Eqs. (2) and (6) into Eq. (5) results in 

S d 

6dFo 

KS 
S\5 + 2Ste.v + — Ste,Nu 

3KS 
= 1 + 2Ste, - — - Ste,Nu 

2A 

KS V 
— Ste,Nu - 1 + 2Stev 2A ' 

KS V 
— S te ,Nu- 1 ) +2Ste.„ (8) 

where K is the ratio of the properties of the two phases defined 
in the nomenclature, and is equal to the ratio of thermal diffusiv-
ity of liquid to that of solid where the densities of the two phases 
are the same. 

For situations where convective heat transfer q, is negligible 
(i.e., Ste7Nu = 0) and surface temperature Ts is constant (i.e., 
Ste, = const), Eq. (8) renders a closed-form solution for S(t) 
(Ozisik, 1980). For the general conditions considered here, Eq. 
(8) is integrated over time using a fourth-order Runge-Kutta 
scheme (Press et al., 1989). The marching integration is per
formed starting at a time Fo0 at which the crust profile is mea
sured, and at radial positions at which the transient disk temper
ature measurements are available. In the modeling of experiments 
for which jet temperature is close to the fusion temperature 
(Tj < 0.3°C), the convective heat transfer at the interface q, is 
taken to be negligible at radial positions beyond the hydraulic 
jump. For higher 7}, q, is evaluated from the model presented in 
the next section for heat transfer by a radially spreading thin film 
flow. 

3.2 Heat Transfer by a Radially Spreading Film Flow. 
The intent of the present analysis is to evaluate the convective 
heat transfer rate q, at the solid liquid interface. For this purpose, 

the effect of solidification on the flow is assumed to be negligible. 
The integral boundary layer method is employed to predict the 
heat transfer rate to a constant temperature horizontal surface 
from a radially spreading thin film flow. The film flow model 
and calculation is similar to that of Rahman et al. (1991), and is 
used for the region beyond the hydraulic jump and includes the 
gravity effects. The heat transfer model is developed for the same 
region, and the bulk film temperature at the jump, which is an 
independent parameter of this model, is calculated in terms of jet 
temperature and flow conditions using the analytical relations for 
heat transfer inside the jump (Liu et al., 1991). 

To formulate the model equations, steady-state, two-dimen
sional (r, z), laminar flow of a Newtonian fluid over a horizontal, 
constant temperature surface is considered. In other words, the 
effects of crust formation and the variation of its thickness on the 
film flow are assumed negligible. The boundary layer assump
tions are taken to be valid, and surface tension effects are neg
ligible. The thermophysical properties of the fluid are assumed 
to be constant. After applying these assumptions, the governing 
equations of the problem, the conservation equations for mass, 
momentum, and energy, take the following forms: 

d"z I d , 
—I + -—(rur) = 0, 
dz r or 

dur dur — 1 dp d2ur 

dr dr p dr dz2 

dp 

dz 

8T, 
U'Tr+l 

+ Pg = 0, 

dT, 

8z 
Oil 

d2T, 

8z2 ' 

(9) 

(10) 

(11) 

(12) 

These equations are applied for s < z =£ s + S(r), where 5(r) 
is the local film thickness. On the surface, z = 0, the boundary 
conditions are 

ur = uz = 0, and T, = Tf. (13) 

The boundary conditions at the free surface, z = s + 6(r), are: 

^ = 0, p=Pa, and f^ = 0. (14) 
dz dz 

At the jump, r = rh, 

uz = 0, and <5(r„) = <5„, (15) 

The pressure and its radial gradient may be expressed in terms 
of the film thickness by integrating Eq. (11) over the film thick
ness, using the pressure boundary condition of Eq. (14), to yield 

dp dS 
P=Pa + pg(s + S - z), and —• = pg — . (16) 

dr dr 

Since the crust thickness is assumed constant in the flow cal
culations, the radial variation of the liquid film thickness and the 
heat transfer at the solid surface is calculated by first integrating 
Eqs. (9) - (11) over the film thickness. Integrating Eq. (9) yields 

-If 
r dr Js 

dS . 
rurdz + — ur\s+s 

dr 
(17) 

The integral on the right is related to the flow rate Q of the film 

Q = 2nrSu = 2nr 
J. "' 

dz. (18) 

With the assumption that Q is constant, Eq. (17) is simplified as 

i -dA i 
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dr 

(19) 
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Substituting Eq. (16) into Eq. (10) and integrating with respect 
to z, with the velocity boundary conditions (13) and (14), and 
after applying Eq. (19), the result is 

—IT 
r dr Js 

rurdz 
. d6 dur 
i V 

dr dz 
(20) 

The energy equation is integrated over the film thickness after 
first combining it with the continuity equation. The result upon 
applying the boundary conditions (13) and (14) reduces to 

ld_ 
r dr I rurT/dz -ai 

dT, 

dz 
(21) 

To simplify the solutions of Eqs. (19) and (20), the velocity and 
temperature profiles are approximated by quadratic polynomials 
in 77 = (z - s)/6. The boundary conditions, Eqs. (13) and (14), 
are satisfied by 

ur = 3*71 1 and 

T, 
T: 

Tf 58b 1 
(22) 

where u is the mean radial velocity defined by Eq. (18), and 6h 

is the dimensionless liquid bulk temperature defined as 

uOi = I ", 
" 0 

ffidrj. (23) 

The assumed velocity and temperature profiles are best suited, 
and used, in the region behind the hydraulic jump where equality 
of the hydrodynamic and thermal boundary layers is a valid as
sumption for water with Pr = 0(5). 

Substituting the velocity and temperature profiles into Eqs. 
(20) and (21), integrating, and using Eq. (18) to eliminate u 
results in the following nonlinear ordinary differential equations: 

1 
5A 

6A*Fri 

dA 

dR 

-5nR6h 

5irR 

Re, 

A 
R 

d0j, = 

dR Pr Re, A 

(24) 

(25) 

where Re, is the impingement point Reynolds number defined as 
Q/vr,, and Fr4/, is the local Froude number calculated at the hy
draulic jump. 

The liquid film thickness A is calculated by numerical inte
gration of Eq. (24), starting from the hydraulic jump R = Rh at 
which the film thickness Ah (and via these Fr«,) is known from 
experimental measurements. Knowing A(R), the bulk tempera
ture of the liquid film is evaluated via marching integration of 
Eq. (25). This requires the knowledge of dimensionless bulk 
temperature 6h at the jump position that could not be measured 
accurately and without affecting the flow. The analytical corre
lations of Liu et al. (1991) is used to calculate the variation of 
the liquid bulk temperature from the impingement point to the 
hydraulic jump, in terms of jet Reynolds number. The heat trans
fer at the surface, required for the crust growth model, is then 
calculated from 

q, = k. 
dT, 

dz 

k,(Tj-Tf)de, 

6 dr\ 
(26) 

, = 0 

Using the temperature profile of Eq. (22) to cast q, in the form 
appearing in Eq. (8) results 

Ste,Nu = 2.5ehStej (27) 

where Ste, is the liquid Stefan number based on the jet temper
ature. 

4 Results and Discussion 

4.1 General Observations. The disk heat exchanger is de
signed to provide a constant surface temperature. This is not, 
however, achieved under all jet and surface conditions due to 
extensive radial variation of the heat transfer rate over the sur
face. Since the jet is cooled by the surface, the high heat transfer 
rate in the vicinity of the impingement point causes the surface 
temperature in this region to rise above the set value. In the region 
beyond the hydraulic jump, however, the heat transfer from the 
slow-moving and thicker liquid film is relatively lower and con
siderably more uniform, resulting in surface temperatures that are 
lower and closer to the coolant temperature. (Throughout this 
work, coolant is referred to the thermostated liquid, water-eth-
ylene-glycol mixture, which is passed through the multipass 
disk heat exchanger; and is not to be mistaken for the liquid water 
jet whose spread and solidification over the disk are studied.) 
Examination of the temperature measurements indicates that al
though there is a considerable temperature nonuniformity over 
the entire disk, the surface temperature variation in the two zones 
(i.e., preceding the jump, and beyond the jump) is relatively 
much lower. The results presented here are limited to the exper
imental conditions for which the maximum temperature devia
tion among thermocouples 3 to 6 (positioned from r — 5.0 to 
14.0 cm, Fig. 1) is less than 0.5°C at any instant during an ex
perimental run. Due to the strong transient nature of the problem, 
however, the temporal variation of the disk surface temperature 
is quite extensive during the early stages of the solidification. 
The disk surface usually attains a steady-state temperature only 
after the disk is covered by a layer of ice, which has already 
affected the film flow. Therefore, the cases examined are de
scribed according to the average of coolant temperatures at the 
inlet and the outlet of the disk heat exchanger, Tc, which remains 
essentially constant throughout any experimental run. For a gen
eral characterization of the surface, a Stefan number Stec. is de
fined based on Tc, which the disk temperature approaches at long 
solidification times. For the solid/ice layer, a Stefan number Ste., 
is defined based on the local and temporal surface temperature, 
as revealed by the approximate analysis. Similarly, two Stefan 
numbers are defined for the liquid: Ste, based on the jet temper
ature is used to describe the experiments, and Ste, based on the 
local bulk temperature of the liquid is used to characterize the 
liquid film in the analysis. Therefore, where Stec. and Ste, are used 
as the independent parameter, the results are dependent on the 
disk material, and the effectiveness of the disk heat exchanger. 

As explained in the experimental procedure, a data run is 
started by closing the bypass valve and opening the inlet and 
outlet valves to the disk heat exchanger at a time when the jet is 
at its preselected temperature and the disk surface temperature is 
close to 0°C (±0.2°C). The temperature histories of the liquid 
jet and film, as well as temperatures at three points on the disk 
surface, are presented in Figs. 3(a) and 3(b), for two different 
run times but for the same flow, coolant, and surface conditions. 
The temperature magnitudes and gradients for the two runs are 
in excellent agreement, indicating that the tests are quite repro
ducible. This is an important characteristic of the experimental 
setup and procedure, and permits comparing the crust profiles of 
successive runs, in the discussion on the transient growth of the 
crust. Moreover, this justifies the use of solid thickness measure
ments at an early time as an input to the approximate model for 
calculation of the crust profiles at later times. The difference in 
the liquid temperature measurements for the two runs is due to 
the slight change in the position of the corresponding thermo
couple between the runs (closer to the free surface for the run of 
Fig. 3(a) compared to the run of Fig. 3(b)). The location of 
maximum surface temperature is at the impingement point since 
the liquid is cooled by the surface; therefore, it is likely that the 
liquid temperature at some time before the initiation of solidifi
cation at some downstream point (at r = 11.5 cm in Fig. 3) drops 
below the surface temperature at the impingement point. 
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Fig. 3 Temporal variations of surface, liquid jef, and film temperatures 
for Re, = 3500, Stec = 0.062, and Ste, = 0.002 for total run times: (a) f = 
110 s, and (b) t = 250 s 

The transient temperatures of the surface and liquid in Fig. 3 
show that cooling of the surface is accompanied by supercooling 
of the water film prior to ice nucleation. Nucleation of ice, a 
sudden appeaiance of a ring, takes place in the outer region of 
the disk (near the fifth and sixth thermocouples), and is followed 
by its rapid propagation toward the impingement point. The rapid 
solidification of supercooled liquids is a known phenomenon, 
referred to as flash-freezing (Savino and Siegel, 1967), and has 
been observed for water (Hallett, 1964; Savino and Siegel, 1967) 
and liquid metals (Smith and Hoadley, 1987). Comparisons of 
the temperature histories and video records of the experiments 
reveal that the instantaneous increase in the liquid and surface 
temperatures coincides with the sudden appearance and rapid 
propagation and growth of the ice crust. The temperature histo
ries of the surface and the liquid indicate that during the rapid 
solidification period, the latent heat released at the interface is 
transferred in two directions, i.e., into the crust and the disk, and 
also into the liquid flowing over the crust. These results are par
ticularly in quantitative agreement with Savino and Siegel 
(1967), who had reported the presence of a supercooled liquid 
layer over a chilled plane and subsequent temperature inversion 
after inception of solidification. For the data run of Fig. 3(a) , 
the liquid thermocouple is close to the free surface, and measures 
liquid temperatures above the jet temperature soon after the nu
cleation of ice. This is followed by a gradual decrease in the 

liquid temperature until the thermocouple is covered with ice. 
For the data run of Fig. 3(b), the liquid thermocouple is very 
close to the surface, and is covered with ice during the short flash 
freezing period. 

4.2 Effects of Water Flow on Ice Nucleation. Solid nucle
ation is a complex phenomenon governed by a host of parame
ters; including liquid composition (purity), surface roughness 
and morphology, and cooling rate, to name a few (Hallett, 1964; 
Savino and Siegel, -1967; Smith and Hoadley, 1987). To inves
tigate the influence of the flow on nucleation, in addition to the 
solidification experiments with the jet flow, a series of experi
ments is conducted with the same setup and following the same 
procedure, but without the impinging jet. Instead of the jet flow, 
the disk is covered with a 5-mm-thick film of stagnant water, to 
simulate the limiting no-flow condition (i.e., Re, = 0). The mea
sured time histories of liquid and surface temperatures are very 
much like those with the jet running (e.g., Fig. 3), and demon
strate a period of liquid supercooling followed by nucleation and 
rapid growth of the ice layer. The average surface temperature at 
the initiation of solidification T"ul and the corresponding initia
tion time t™" for these measurements are summarized in Table 1. 
Similar data from the experiments with the jet running, and for 
different values of Re,, Stey, and Stec are also included in the 
table for comparison. In the presence of the jet flow, T'"" is cal
culated by averaging the readings of the fourth, fifth, and sixth 
thermocouples over which ice formation starts. Results of suc
cessive and repeated runs are shown in a single row. The com
parison reveals that fluid flow causes a drop of order 1°C in the 
nucleation temperature (from —4.1°C for stagnant fluid to 
—4.9°C for jet impingement flow). The change in nucleation 
temperature appears to be independent of the jet Reynolds num
ber (as long as there is a flow). However, the range of Re, ex
amined is too small to draw any firm conclusions. 

The results presented in Table 1 indicate a large variation in 
the solid nucleation time for the experiments in which the coolant 
temperature is close to (but still lower than) the solid nucleation 
temperature. An example of this observation is shown in Figs. 
4(a) and 4(b) where the temporal variations of the liquid and 
surface temperatures are presented for the same set of experi
mental conditions, Re, = 2250, Ste, = 0.009 (7} = 0.7°C), and 
Stec. = 0.035 (7; = -5.6°C). The figures illustrate similar initial 
conditions and cooling rates before and after solid nucleation, 
and the only difference noticed is in the times of solid nucleation. 
From these figures and the results presented in Table 1, it is 
inferred that if the surface and liquid are cooled very slowly when 
the nucleation temperature is reached, the solid nucleation be
comes a random phenomenon that may occur at any time, and 
even the nucleation temperature may be passed slightly without 
initiation of solidification. The temporal variations of the disk 
surface temperatures before the initiation of solidification, such 
as those shown in Figs. 3 and 4, are approximated by an expo
nentially decaying function of time, 

Table 1 Variation of the solid nucleation time and temperature with jet 
Reynolds number, and liquid and coolant temperatures 

fie, 

* 
* 

• * 

* 
> 1600 

1600 
1720 
2250 
1720 
2950 
3500 

Stej ITjCC) 

* 
* 
* 
* 

0.004 / 0.3 
0.004 / 0.3 
0.039/3.1 
0.009 / 0.7 
0.039/3.1 
0.005 / 0.4 
0.002 / 0.2 

Stec ITC(°C) 

Tc > -4.0 
0.026 / -4.2 
0.028 / -4.5 
0.035 / -5.6 
Tc > -5.2 

0.035 / -5.6 
0.035 / -5.6 
0.035 / -5.6 
0.062 / -10.0 
0.062 / -10.0 
0.062 / -10.0 

if' (s) 
>600 

150 to 300 
44 to 66 
28 to 50 
>600 

90 to 170 
150 to 240 
100 to 275 
30 to 38 
36 to 40 
35 to 45 

rj""(°C) 

no solidif. 
-4.0 to -4.2 
-4.0 to-4.1 
-4.0 to -4.1 

no solidif. 
-4.8 to -5.0 
-4.8 to -5.1 
-4.6 to -5.0 
-4.7 to -4.9 
-4.7 to -4.9 
-4.7 to -4.8 

T(s) 

— 
100 to 130 
73 to 85 
35 to 40 

— 
50 to 55 
51 to 110 
53 to 145 
39 to 41 
43 to 45 
44 to 46 

* No jet flow 
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Fig. 4 Temporal variations of surface, liquid jet, and film temperatures 
for Re, - 2250, Ste„ = 0.035, and Ste, = 0.009 for total run times: (a) r = 
200 s, and (b) f - 360 s 

Tc 

Tc 
C exp( — (28) 

The least-squares method is used to determine the coefficient C 
and the time constant r for different data runs, and the results are 
presented in Table 1. The results indicate that the time constant 
is small and remains almost constant in repeat and successive 
runs in experiments for which the coolant temperature is well 
below the nucleation temperature. On the other hand, in experi
ments for which the coolant temperature is close to the nucleation 
temperature, r has relatively larger values and changes signifi
cantly in repeat and successive runs. This again indicates that 
when the surface cooling rate is slow, the solid nucleation be
comes a random phenomenon. This observation is common to 
experiments with and without the jet flow. The effects of jet 
Reynolds number and temperature on the randomness of solid 
nucleation time appears to be insignificant. 

4.3 Effects of Solidification on Flow. In the absence of so
lidification, liquid film thickness over the disk is measured for 
several values of Reynolds number, and the radial variations of 
film thickness preceding the jump are compared with those of 
Ishigai et al. (1977) in Fig. 5. The analytical solution of Watson 
(1964) for laminar film spreading is also shown in the figure for 
comparison. The figure indicates good agreement between pies-

Fig. 5 Radial variation of liquid film thickness inside the hydraulic jump 

ent results and previous work. The radial position of the jump is 
also measured for different values of Reynolds number both with 
the needle-traversing system and from the video records. These 
results are also in good agreement with the published data, and 
establish confidence in the experimental setup and measurement 
technique using video records. 

As an indicator of the influence of transient crust growth on 
the film flow, temporal variation of jump radius is presented in 
Figs. 6 and 7. These figures show that the jump radius remains 
constant during the early stage of solidification (the flash-freez
ing period and some time after it) when the crust growth is rapid 
but uniform. The jump radius then starts to decrease until com
plete disappearance of the jump. The drop in the jump radius is 
usually accompanied by flow instabilities in the form of an os
cillatory radial motion of the jump. Examination of radial vari
ation of the crust, which will be presented next, indicates that the 
reduction of the jump radius and its eventual closing is due to 
the nonuniform growth of the crust over the disk. This is in agree
ment with observations of Craik et al. (1981), who studied tran
sient behavior of a circular jump produced on the bottom hori
zontal surface of an initially empty tank. They reported that with 

12 

'A 
10 

ft * ^ * b * o * - -'&*- - - ^ t * " . 
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Initiation of solidification 
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Fig. 6 Effect of Ste„ on temporal variation of jump radius due to crust 
formation, for Re, = 1720 and Ste; = 0.039 (7} = 3.1°C) 
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Fig. 7 Effect of Re, on temporal variation of jump radius due to crust 
formation, for Ste„ = 0.062 (T„ = 10.0°C) 

the increase in the outer film thickness, due to the filling of the 
tank with time (increasing the weir), the jump became unstable 
and its radius decreased until its disappearance. 

For Re, = 1720 and Ste, = 0.009, the temporal variations of 
the jump radius for two different coolant temperatures are shown 
in Fig. 6. This figure indicates that the decrease in the jump radius 
occurs sooner and at a faster rate after solidification starts for 
runs with lower coolant temperatures. The lower coolant tem
perature (higher Ste£.) runs are noted to have higher crust growth 
rates and, as will be shown later, are characterized by more ra
dially nonuniform crusts. The jump instability is also noticed to 
be more violent for higher growth rate cases. Figure 6 also shows 
that the random nature of nucleation promoted by slow cooling 
rates for Ste4. = 0.035(7", = -5.6°C) does not change the rate of 
change of jump radius after initiation of solidification. Slower 
crust growth rates, however, have been noticed in some cases to 
prolong the period of jump instability. 

For constant coolant temperature (Tc = — 10.0°C, Stet = 
0.062), Fig. 7 illustrates that a decrease in Re, results in the close-
up of the jump to start sooner and at a faster rate. This is also 
attributed to the increase in the nonuniformity and growth rate 
of the crust with the decrease of Re,. The small change in the jet 
temperature in these runs, from 7} = 0.2 to 0.4°C (Ste, = 0.002 
to 0.005) is not expected to have any effect, as is also revealed 
by the parametric study. For the case with Re, = 3500, the hy
draulic jump does not close, as may be noticed in Fig. 7, but is 
converted to an almost vertical standing wave at the bottom of a 
hill of ice formed at the stagnation point. This case will be dis
cussed again later when crust profiles are presented. 

4.4 Effects of Flow on Crust Growth. Figure 8 presents 
the crust thickness profiles of three successive runs for the same 
jet and surface conditions. The profiles are designated by their 
solidification time, taken to be the time interval between the nu
cleation time (i.e., the time of rapid temperature rise in the sur
face and liquid) and the termination time of a run. The locations 
of the jump on the disk at the corresponding times are also shown 
in the figure. Over the outer region of the jump, the crust thick
ness increases slowly with r, due to the radial decrease of heat 
transfer coefficient and the film bulk temperature. The profiles 
have wavy fluctuations of small amplitude and long wavelength 
that may be attributed to the presence of a low-intensity flow 
instability. In the inner jump region, and early into the solidifi
cation process, the crust thickness is nonuniform due to the ex
tensive variation in the heat transfer coefficient in this region. 

When the jet temperature is close to solidification temperature 
7}, the interplay of flow and freezing influences impingement 
point heat transfer characteristics in a way that the rate of crust 
growth at the impingement point exceeds the growth rate in its 
neighborhood, and the crust takes the shape of a hill at this point. 
This phenomenon (i.e., growth of an ice valley into an ice hill) 
is also observed in a run with Re, = 2950, Stec. = 0.062, and Ste, 
= 0.002, and can be explained in terms of mutual interaction of 
flow instabilities and heat transfer. For a liquid jet at or close to 
its freezing temperature, any small radial change in heat transfer 
rate (induced by a flow instability) in the jet impingement region 
yields a small relative maximum crust thickness in the vicinity 
of the impingement point. The flow adjusts itself to the new crust 
shape, and this in turn amplifies the initial instability in the flow 
and heat transfer. The crust will eventually divert the flow to 
accommodate the proper form of heat transfer rate compatible 
with the crust shape. 

The predictions of the analytical solution are also shown in 
Fig. 8. As explained in detail in the analysis, the calculations of 
the crust growth are performed behind the hydraulic jump, at the 
points where the surface temperatures are measured (i.e., at ther
mocouples number two to six). The ice crust profile measured 
65 seconds after initiation of solidification and the transient sur
face temperature measurements are used as input for the solution 
procedure to calculate the crust thicknesses at the later times. The 
predictions of the approximate solution are in good agreement 
with the experimental data, and reveal insignificant flow-freezing 
interaction (that is neglected in the model) after the initial period 
of solidification and beyond the hydraulic jump. 

The ice crust profiles over the disk at three different times after 
nucleation are presented in Fig. 9 for Re, = 2250, Ste,-= 0.012(7} 
= 1.0°C), and Ste,. = 0.035. The ice crust profile measured 35 
seconds after initiation of solidification and the transient surface 
temperature measurements are used as input for the solution pro
cedure to calculate the crust thicknesses at the later times. The 
disagreement between the predicted and measured crust thick
ness is less than 10 percent, which is of the order of amplitude 
of the crust profile wave, and does not show a consistent trend 
(i.e., the predicted crust thicknesses are not always higher or 
always lower then the measured values). It may be inferred that 
the crust waviness is due to flow instability and its influence on 
the convective heat transfer, which was neglected in the analysis. 
Compared with the crust profiles of Fig. 8, the profiles of Fig. 9 
are steeper near the impingement point, and have a higher level 
of waviness. This is attributed to the higher convective heat trans-
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Fig. 8 Radial variation of ice crust thickness at different times from nu
cleation, for Stec = 0.062, Ste, = 0.002, and Re, = 3500 (r, = 1.80 mm) 
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Fig. 9 Radial variation of ice crust thickness at different times from nu-
cleation, for Stec = 0.035, Ste, = 0.012, and Re, = 2250 (r, = 1.1 mm) 

fer for the runs of Fig. 9 due to the relatively higher liquid jet 
temperature. High heat transfer rate in the impingement region 
also prevents formation of ice hills at the stagnation point in 
Fig. 9. 

Figure 10 presents the temporal variations of crust thickness 
at r = 8.5 cm (r/r,- = 108) for Re, = 1720, Ste, = 0.039 (7} = 
3.1°C) for two values of coolant Stefan number. This radial po
sition corresponds to the location of thermocouple number 4, 
measurements of which are also presented in dimensionless form 
Ste4 in Fig. 10. Using the transient surface Stefan number Stev 

and the early time crust thickness, the approximate model is em
ployed to calculate the crust thicknesses at the later time at which 
the crust profile is measured. The results of this calculation are 
in very good agreement with the measurements, as may be seen 
in Fig. 10. The figure indicates that the crust growth is faster for 
the higher coolant Stefan number, which is expected. The early 
part of the transient crust thickness lines may appear to be con
tradicting the general trend, as the crust thickness for the case 
with the smaller Stec (the dashed line) is higher than the crust 
thickness for the run with the larger Stet. (the solid line). This 
apparent discrepancy is due to the difference in the crust thick
ness growths during the flash-freezing period, which is not ac
counted for in the analysis. 

It needs to be emphasized here that a parametric experimental 
study of the problem is not meant in presenting Figs. 8-10. A 
parametric experimental study is prohibited by the multiplicity 
of the governing parameters, and the fact that each experiment 
has to be conducted several times to collect transient crust growth 
data. Figures 8-10 are presented with the intention to validate 
the theoretical model for the range of independent parameters 
considered, and through this, assess the significance of the flow-
freezing interactions. 

4.5 Parametric Results. The theoretical model indicates 
that the governing parameters of the problem are jet Reynolds 
number Re,, the fluid Prandtl number Pr, and the jet and surface 
Stefan numbers. Moreover, since the film flow beyond the hy
draulic jump is modeled, the radial position of the hydraulic jump 
Rh, and the liquid film thickness A,, and bulk temperature 9hh at 
this point are the other input parameters of the model. The values 
of Rh and A,, are measured in the absence of solidification for a 
range of Re, (Naraghi, 1994), and are used in the calculations. 
The bulk film temperature at the jump is calculated in terms of 
the jet parameters (i.e., Re, and Stey) using the analytical relations 
for heat transfer inside the jump reported by Liu et al. (1991). 
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Fig. 10 Comparison of the measured and predicted transient crust 
thickness (left axis) and the temporal variation of surface Stefan number 
(right axis) at r/r, = 108 (r, = 0.8 mm) for Ste, = 0.039, and Re, = 1720 

The results presented in this section are calculated for a disk with 
uniform surface temperature (i.e., constant Ste,), whereas the 
model predictions of the crust thickness presented earlier are cal
culated with the measured transient surface temperature in order 
to be able to compare them with the measured crust profiles. To 
account for the solid nucleation and the subsequent flash-freez
ing, the marching integration in time is started at Foi, at which 
the disk is assumed to be covered with a uniform 5 = 1 , thick 
layer of ice. The results are produced for water, with its ther-
mophysical properties evaluated at 0.0°C. 

The effects of jet Reynolds number and temperature on the 
transient growth of the ice crust at a fixed point on the disk (R 
= 3/?;,) are shown in Fig. 11. The figure indicates that the crust 
growth is independent of Re, if the jet is issued at the fusion 
temperature of the liquid, i.e., Ste, = 0. This is expected, since 
in the absence of a temperature gradient in the over-riding liquid 
film, the convective heat flux vanishes at the interface (q, = 0 in 
Eq. (2) or Ste;Nu = 0 in Eq. (8)) , and the solidification rate 
becomes independent of the liquid film flow, as well as radial 
position on the constant surface temperature disk. This is consis
tent with the theoretical model that neglects any mechanical in-

o . o i • • • • ' ' ' • • ' ' — J ' ' ' 
0 50 100 150 

Fo - Fo, 

Fig. 11 Effects of Re, and jet Stefan number on the transient thickness 
of the crust at a point on disk at constant surface temperature 
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fluence from the film flow on solidification, and does not allow 
liquid supercooling. For a fixed Ste„ an increase in Re, results 
in a thinner crust if Stey is greater than zero. The crust growth is 
also slower for higher Ste, at a fixed Re,, and its sensitivity to a 
change in jet temperature is much greater than a change in the 
jet Reynolds number. 

The effects of surface temperature and the jet flow on the tran
sient crust thickness at a radial position on the disk are presented 
in Fig. 12. The figure shows that for a fixed Stey and at any Re,, 
the crust grows faster if Ste, is increased (i.e., surface temperature 
is reduced). A decrease in the jet Reynolds number also results 
in a thicker crust at a constant Ste,, but this effect is more pro
nounced for lower surface temperatures. For Ste; = 0.05 and Re, 
= 3000, the effect of surface temperature on the transient thick
ness of the crust at three radial positions on the disk is shown in 
Fig. 13. The figure indicates that the solidified crust is generally 
thicker at larger radial distances, for fixed surface and jet con
ditions. This is essentially due to the radial decrease of the con-
vective heat transfer at the interface. When the convective heat 
flux vanishes at the interface (Stey = 0), as mentioned earlier, 
the crust thickness becomes independent of the radial position as 
well as the jet Reynolds number. 

Conclusions 
The transient freezing of water impinging on a subzero disk 

through a circular jet is studied experimentally. Different aspects 
of flow-freezing interaction are investigated for a range of jet 
Reynolds number and Stefan numbers based on the jet and the 
coolant temperatures. After a period of liquid subcooling, the 
solidification process is initiated in the form of flash-freezing in 
the outer region of the hydraulic jump, and moves inward toward 
the impingement point. The effect of fluid flow on the solidifi
cation process is a small reduction in the nucleation temperature. 
The formation and growth of ice on the cold surface affects the 
flow field over the surface. This effect manifests itself in the form 
of a rapid reduction of the hydraulic jump radius accompanied 
by instability in its position until its complete disappearance. 

The temporal and spatial variations of the ice crust are used 
to explain the interplay of water flow and heat transfer in de
fining the transient thickness of the crust, and the flow and 
heat transfer instabilities produced by the nonuniform growth 
of the crust. A theoretical model is developed assuming that 
the effect of the crust growth on the over-riding film flow is 
negligible. With this assumption, the problem of film flow and 
heat transferred from it to the interface is solved independent 

Fig. 12 Effects of Re, and surface Stefan number on the transient thick
ness of the crust at a point on disk for a constant jet temperature 

Fig. 13 Effects of the surface Stefan number on the transient thickness 
of the crust at different points on disk for a constant jet temperature and 
flow rate 

of the solidification problem. The ice crust profile predictions 
of the approximate model are in good agreement with the ex
perimental measurements, validating the model assumptions 
and the corresponding solution procedure for the range of pa
rameters examined. Most importantly, this indicates that the 
effect of solidification and crust growth on the heat transfer 
characteristics of the over-riding liquid film is in fact negli
gible. The theoretical model is used for a parametric study of 
the problem. The results indicate that the crust growth is 
slower for larger Re,, and more significantly so for higher jet 
temperatures. The model predictions also show that the radial 
nonuniformity of the crust is due to the radial variation of the 
convective heat transfer, which also intensifies with an in
crease in the jet Reynolds number and temperature. 
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Melting Solid Plug Between Two 
Coaxial Pipes by a Moving Heat 
Source in the Inner Pipe 
Melting of a solid plug in the gap between two coaxial pipes by inserting a moving heat 
source in the inner pipe is investigated. "Using a scale analysis, closed-form solutions 
for temperatures of liquid in the inner pipe, solid plug and liquid in the annular gap, 
and the surrounding medium around the outer pipe are determined. It is shown that 
eight independent dimensionless parameters are required to specify the entire process. 
The effects of independent parameters on the shapes of the molten region in the gap 
are found. The analysis and results provided are useful for the design of oil pipes. 

Introduction 
Over the exploitation of various types of coaxial pipelines and 

heat exchangers in industry, plugs are sometimes formed either 
in the inner pipe or in the annulus between pipes. This problem 
can readily occur at a low surrounding temperature in cold 
regions in the world. In the oil industry a steel casing pipe is run 
in the borehole to protect walls of the well from contaminations, 
erosion, or cracking. The other smaller tubing is inserted inside 
and used for boring, pumping, or cleaning the well. Coaxial pipes 
are occasionally plugged by solid paraffin setting on the walls, 
especially at low surrounding temperature. Aside from a common 
paraffin plug in the tubing, the plug in the annulus also forms in 
the case of pumping oil through the gap between the tubing and 
casing. This method has been used to separate oil from different 
oil strata. The oil from the lower stratum with a higher pressure 
goes through the tubing while that of the upper stratum with a 
low pressure flows through the annulus. Another example of par
affin plugging the annulus is in ordinary rod-pumping wells. In 
rod-pump wells a rod-pump is provided to "suck" the oil from 
an oil bearing formation under low pressure. In such wells, par
affin plugging sometimes occurs in the annulus. 

Paraffin plugging in the tubing can be solved by using special 
cutters, or resistive heating or thermopenetrators. Since surface 
temperatures of the thermoelectrical penetrator are higher than 
the melting point of paraffin, a close contact between them in
duces melting. The contact melting process has been studied in 
detail by Moallemi and Viskanta (1986) and Fomin and Cheng 
(1991). These studies deal with fundamental features of contact 
melting rather than a specific technique. 

In order to remove the solid plug from the annulus, a heat 
source can be inserted in the inner tube. Different kinds of heat 
sources used for this purpose were discussed by Sadykov et al. 
(1976). The most effective and least expensive source of energy 
results from a chemical reaction of thermite (Ivanov and Sady
kov, 1986). One example is Fe203 + 2A1 = A1203 + 2Fe (e.g., 
Gaskell, 1981). Thermite is a substance that can burn in any 
medium without supplying oxygen. Thermite is made in cylin
drical-shaped units with the same diameter as the tubing and a 
length of around 2 m so that they can be readily placed in series 
in a cartridge. The cartridge suspended by a cable then is sunk 
into the bore hole at an approximate level of plugs. When the 

1 On sabbatical leave from Applied Mathematics Department, Kazan State Uni
versity, Russian Federation. 
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lower end of one thermite unit is burned, the cartridge moves up 
or down the bore hole by the cable to enhance melting of solid 
paraffin. As the combustion front of thermite moves upward the 
molten region of paraffin grows in the same direction. 

In the present work, melting solid paraffin in the gap between 
two coaxial pipes by inserting a moving heat source in the inner 
pipe is studied. Although the present model is mainly proposed 
for oil pipes, a similar method and result can be applied for dif
ferent annular piping systems or heat exchangers involving phase 
change. Using a scale analysis, the mathematical model is con
structed and justified, and control dimensionless parameters are 
determined. A relevant design and quantitative evaluation for ve
locities of the cartridge and combustion front, selections and ar
rangements of different heat sources, and materials of pipes 
therefore are expected. 

System Model and Analysis 
Consider coaxial pipes in an oil well, as illustrated in Fig. 

1(a). The outer pipe (or casing) is surrounded by rock. Since 
oil went through the annular gap between pipes, paraffin solidi
fies and blocks the flow of oil. Hence thermite is required to burn 
in the inner pipe (or the production tubing). Energy released by 
combustion is convected downward and melts the solid paraffin 
through the inner pipe. The absolute velocity of the cartridge 
within which the thermite is burned is V0 • The combustion front 
in the thermite sustains an upward relative velocity Vc. The re
sulting absolute velocity V of the heat source therefore is V0 + 
Vc. By attaching a cylindrical coordinate system at the combus
tion front, as illustrated in Fig. 1(b), the burned thermite and 
solid paraffin (and rock) move downward at relative speeds —Vc 

and —V, respectively. In order to simplify the analysis the major 
assumptions made are the following: 

1 Heat transfer is in a quasi-steady state observed form the 
combustion front. 

2 The ratio of the gap between coaxial pipes to the interior 
radius of the inner pipe is small. In reality, its range is 
between 0.1 and 0.7. Choosing this ratio as a small pertur
bation parameter, the present work can be considered as a 
zeroth-order approximation. The main features of the pro
cess can be simply revealed. 

3 Free convection between coaxial pipes is ignored due to 
the narrow gap. In oil pipes the relevance also results from 
a highly viscous paraffin. 

4 The Peclet numbers in thermite, rock, and paraffin are 
around 100 or higher. They were estimated by choosing an 
interior radius of the inner pipe of 3 X 10 "2 m, a gap of 
10~2 m, speeds of combustion of around 3-5 mm/s (Malt-
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cev et al., 1977; Ivanov and Sadykov, 1986; Arhipov, 
1992), and thermal diffusivities of 10~6 , 0.8 X 1 0 - 6 , and 
1.5 X 10~7 m 2 / s for burned thermite, rock, and paraffin, 
respectively (Maltcev et al., 1977). 

5 Temperature at the combustion front Tc is above 1000 K 
(Maltcev et al., 1977; Arhipov, 1992), which is estimated 
by choosing the specific heat c5 « 1000 J /kg-K and energy 
released for combustion 106 J /kg provided by Sadykov et 
al. (1976) and Arhipov (1992) . The melting temperature 
of paraffin is around 310 K. Hence, the ratio of temperature 
differences \ji = (T,„ - Tm)/(TC - Tm) ~ 0.1. 

6 Physical and thermal properties are chosen to be mean val
ues within the temperature range considered. 

Governing Equations and Boundary Conditions. With the 
above-mentioned assumptions, energy equations of paraffin, 
rock, and thermite reduce to 

v dT> 
dy dy2 

1 d 
+ - • 

dr \ dr 
(1) 

where the velocity V, = V for the subscript / = 1, 2, 3 indicting 
regions of rock, molten, and solid paraffin, respectively, while 
the velocity V, = Vc for the subscript i = 4, 5 represents regions 
of the burned and unburned thermite, respectively. Energy bal
ance between latent heat and conduction at the interface of solid 
and molten paraf f in / (y) = r„,(y) — r\ is 

p3VL — = -k3 — + k2 — + 
dy or or 

dT3 

' dy 

d]\\df_ 

dy ) dy 
(2) 

Energy transport across inner and outer pipes yields, respectively 
(Incropera and DeWitt, 1990) 

Ti^~TJr__=Rlki^- = RlkJ^ 

? U R2k, 

drr=ri 

_dl\_ 

drr=r.. 
Riki 

drr=ri 

' dT, 

drr=r. 

(3) 

(4) 

where the subscripts ;' = 2, 3 and / = 4, 5; thermal resistances 
#i and R2 are functions of the conductivity and thickness of pipes. 
Boundary conditions are T, -+ T„ for r , y -> » , Tit r 4 , T5 -* Too 
for y -» ±o=. Introducing a heat transfer coefficient, hj, heat 
transfer rates at the interior wall of the inner pipe can be calcu
lated by 

kj 
dTj 

drr=r. 
hj(TJr. Tj) ; = 4 ,5 (5) 

where the local mean temperature of thermite 7} is defined as 

- 2 P 
?} = 3 J rTjdr (6) 

r, Jo 

Energy Eq. (1) in the thermite can be simplified to a one-
dimensional form by integrating over the cross section and sub
stituting boundary condition (5). This gives 

Vc dy a> dy2 + r,kj U * = " 
Tj) 7 = 4 , 5 (7 ) 

where the last term on the right-hand side represents radial 
energy transfer from the thermite across the inner pipe. De
termination of the heat transfer coefficient hj requires an ex
perimental measurement. However, it can be roughly obtained 

Nomenclature 

B 
Bi2 

Bi3 

5 0 

c 
D 

D2 

£»3 

f.F 

hj 

Jo> J\ 

k = 
kl kl = 

L = 

h = 

u = 
/ ' = 

/* = 

Pe, = 
Pe2 = 
Pe3 = 
Pe4 = 
Pe5 = 

r = 

R = 

(rjkdl[(x0lh){\ -F) + R2] 
(x0/k2)/(l/h4 + R>) 

(rJkMWh + Rt+R2 + (*,/&)] 
(rJkJ/Kxo/ki) + R2] 
constant pressure specific heat 
(rJrfiV/VJaJ^ 
PiCik,/(p2c2k2) 
p\C\kil(p3c3k3) 
coordinate of solid paraffin-oil 
interface,/ = r,„ — ru F = /Yx0 

heat transfer coefficient 
Bessel function of the first kind 
of order 0 and 1 
conductivity 
conductivity of inner and outer 
pipe 
latent heat 
axial length scale in region 5 = 
r,/Pe5 

axial length scale in region 4 = 
r, Pe4 

axial length scale in regions 1 
and 2 in area IV = x0 Pe3/Ste3 

axial length scale in region 2 in 
area II = i//x0 Pe2/Ste2 

Peclet number = Vrjax 

Vx0/a2 

Vxja-s 

Vcr,la* 
VsM 
radial coordinate, as shown in 
Fig. 1(b) 
dimensionless radial coordinate 
= rlr„ 

Rp2 — 
Rp3 — 

r, -
R, = 
r„ = 

R«, = 
i, r2 = 

Ri 
R2 

,R2 

Ste2 

Ste3 

T 

t = 

t' = 
V = 

Vc = 

v0 = 

X = 

XQ — 

radius of interface 
xaki,lk2r, 
x0kjk3r, 
interior radius of inner pipe 
kjh4r, 
external radius of outer pipe 
r„kjr,k\ 
external and interior radius of 
inner and outer pipes, respec
tively 
Rik^lr, 
R2hlr, 
conduction resistance of inner 
and outer pipes, Rt = 8ilk\\ R2 

= b2lk\ 
c2(T„, - T„)IL 
c3(r„, - TJ/L 
temperature 
temperature at combustion 
front 
mean temperature, as defined 
in Eq. (6) 
dimensionless variable = 
-<X - Y0)/D 
-(Y - YdID , 
absolute velocity of combus
tion front 
combustion speed 
absolute velocity of cartridge 
= V-Ve 

dimensionless coordinate = (r 
- r,)/x0 

r2 - r, 

y, Y = dimensional and dimensionless 
axial coordinate, Y = y//5 or yl 
l4, as shown in Fig. 1(b) 

Y0, Yi = Bessel function of the second 
kind and order 0 and 1, or dis
placement as shown in Fig. 
1(b) 

Y* = yll* 
Y = yll' 
a = thermal diffusivity 

S,, 62 = thickness of inner and outer 
pipe 

0* = solution of Eq. (17) subject to 
Eq. (18) having OJiji + 1 = 1 

0, = (7-, - r„)/(r„, - r.) 
02 = (T2 - Tm)l(Tc - TJ 
6, = (7/3 - T„,)/(Too - TJ 
04 = (T4 ~ TJ/(TC - TJ 
05 = (T5 - TJ/(TC - TJ 
p = density 
* = (Tm - TJI(TL. - TJ 
ip = quantity defined by Eq. (31) 

ip0 = quantity defined by Eq. (31) 
where Bi3 is replaced by B0 

Subscripts 

i = rock (i = 1 ) , molten (i = 2), 
and solid (;' = 3) paraffin 

j = unburned (j = 5) and burned 
thermite ( / = 4) 

m = melting 
oo = ambient 
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Fig. 1 Physical model for analysis: (a) different regions, and (6) different 
areas and coordinate systems 

provided that a parabolic distribution of temperature 7} = 
TJr=n + C(r2 — r2) is assumed, where C is a function of y. 
Introducing this distribution into Eqs. (6) and (5) the heat 
transfer coefficient yields hj = Akjlr,. As a consequence, the 
heat transfer coefficient is of the order of several thousands in 
SI unit system. Substituting Eq. (5) into Eq. (3) to eliminate 
the temperature gradient, the temperature at the interior wall 
of the inner pipe in Eq. (7) yields 

T,_. = 
Tir=ri + hjRJj 

1 + hjR, 
(8) 

This work applies a scale analysis (Bejan, 1984) for a further 
simplification. 

Scale Analysis and Dimensionless Equations. Thermal 
boundary layer ahead of the combustion front in the un-
burned thermite or region 5 (y > 0 and r < r,) is determined 
by equating axial convection and conduction. Hence Eq. (1) 
leads to the axial length scale Z5 = r , /Pe 5 . Ignoring radial 
convection, which is of the order of 1/Pe|, energy Eq. (7) 
reduces to 

d0s 
dY dY2 (9) 

The solution of Eq. (9) yields 05 = e x p ( - F ) , which is satisfied 
by 05 = 1 and 0 at Y = 0 and °°, respectively. 

In region 4 (y2 < y < 0 and r < r,) temperature is determined 
by equating axial convection and radial conduction across the 
inner pipe. Equation (7) then leads to the axial length scale U = 
r, Pe4, which is much larger than the thickness of the thermal 
boundary layer in the unburned thermite. Energy Eq. (7) in re

gion 4, by ignoring axial conduction, which is of the order of 
l/(Pe4)2 , and substituting Eq. (8) reduces to 

d04 2 
dY ~~ R, + R, 

(#2,= ~'04) (10) 

In view of different characteristic quantities, the physical do
main can be divided into five regions (see Fig. la) and four areas 
(see Fig. lb) . In the annulus all paraffin in area I is solid; paraffin 
is partially melted in area II. In area III paraffin is completely 
liquid state, and solidification occurs in area IV. The existence 
of the region where all paraffin is liquid can be verified by esti
mating the maximum thickness of the molten zone. Using the 
Stefan condition (2) the maximum thickness of the molten zone 
is found to be x,„ ~ [k2(Tc ~ T„,)l4/p,LV] "2 or *„,/*„ ~ (Ste2 

Pe4r,/i/> Pe,2xQ) "2 , which is greater than unity for the Stefan num
ber Ste2/i// of around 10 and x0/r, ~ 0.1. Scale analyses in par
affin and rock are described as follows. 

Area I (y > 0). Temperature in most of the region in area I 
is a constant and equal to the ambient temperature. This is be
cause of an extremely thin thermal boundary layer, whose thick
ness is usually around 0.1 mm for a combustion speed Vc 

~ 3 mm/s. 

Area II (y0 < y < 0). Radial heat transfer from the burned 
thermite is responsible for melting solid paraffin in the annulus. 
By equating latent heat for melting and radial heat conduction, 
Eq. (2) gives the axial length scale /* = </a0 Pe2/Ste2. Since the 
Peclet number Pe2 — 100 and the Stefan number Ste2/i/f ~ 10, 
the axial conduction, which is of the order of (Ste^i// Pe2)2, is 
small. The dimensionless forms of Eqs. (1) and (2) therefore 
reduce to 

for Y*<0,X>0 (11) 
Ste2 802 

4> dY* 

dF 

dY* ~ 

d'% 
8X2 

802 
8XF 
—f- at X=F{Y*) (12) 

Other boundary conditions at the solid-liquid interface are 

02 = 0 at X = F(Y*) (13) 

The molten region can be assumed to start at the same level of 
the combustion front because of an extremely thin thermal 
boundary layer near the combustion front in area I. This gives 

F = 0 at 7* = 0 (14) 

A boundary condition at the external wall of the inner pipe by 
substituting Eq. (8) into Eq. (3) yields 

802 
8Xr= 

= Bi2(02r=r| - 04) (15) 

where the dimensionless temperature in the burned thermite, 04, 
is approximately equal to 1. This is attributed to the fact that the 
ratio of length scales between the thermit and molten region in 
area II is 1*1 U ~ (xjr,)2 - 0.01. 

Area III (y, < y < y0). The axial length scale is the same 
as that in region 4, Z4 ~ r, Pe4. For a small gap between pipes 
and high Peclet number Eq. (1) for the molten paraffin yields 

V P 2 

~8X2 0 (16) 

Since a high Peclet number and the resulting (rw/l4)
2 < 1, Eq. 

(1) in rock reduces to 

-D 
8Y R8R 

30, 

8R 
(17) 
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Substituting the solution of Eq. (16) into boundary conditions 
(4) and Eqs. (10), respectively, yield 

dd> B i 3 ( « w - i - ^ 
dRr= 

d04 2Bi3i/> 

dY ~ ~ 

* 

1 

Other boundary conditions are 

0, = 0 as /?-+<» 

0i = 0, 04 = 1 at Y=Y0 

(18) 

(19) 

(20) 

(21) 

where the location of the point Y = Y0 is found from the solution 
in area II. 

Area TV (y2 < y < V/j. Using the same analysis as that of 
area III, the energy equation in region 1 is found to be similar to 
Eq. (17). The temperature in the solid paraffin is governed by 
an equation similar to Eq. (16). Substituting the solution of 03 

into Eq. (4) leads to 

80, 

dRr=. 
K, 

R2 + Rp3{l^F) Wir-,w- D (22) 

The axial length scale of the molten region in area IV can be 
obtained by satisfying the energy balance between energy 
released due to solidification and radial conduction. The 
Stefan boundary condition (2) then gives / ' = x0 Pe3/Ste3. 
It is noted that radial conduction from molten paraffin to the 
interface can be neglected by comparison with that from the 
interface to the outer pipe. This is because the scale for tem
perature in liquid paraffin is smaller than that of solid par
affin. Otherwise, solidification is unable to start. Substit
uting the linear profile of temperature in the solid paraffin 
03 and utilizing boundary condition (4 ) , Eq. (2) re
duces to 

dF R pi 
(1 '*r-J dY' R2 + Rp3(\-F) 

Other boundary conditions are 

F = 1,0, = 0,(Yt,R) at Y=Yi 

(23) 

(24) 

where the locations F, and 0, at this point are obtained from the 
solution in area III. 

Closed-Form Solutions. Solutions of areas II, III, and IV are 
found as follows. 

Area II. Governing equations and boundary conditions 
(11) — (15) represent a one-phase Stefan problem. An integral 
method developed by Goodman (1958) and improved by Volkov 
et al. (1988) is used. Convergence of this method was proved by 
Grigoriev et al. (1984). Multiplying by X + 1/Bi2, integrating 
with respect to X and Y* between 0 and F and 0 and F*, re
spectively, and substituting boundary conditions (12) - (15), en
ergy Eq. (11) becomes 

Ste2 

4> le{x+k dX 
F2 F , 
— + ) -Y* 
2 Bi ' 

(25) 

A first approximation to the temperature profile is chosen to be 

Bi, 
1 + Bi2F (F-X) (26) 

which is satisfied by boundary conditions (13) and (15), Sub
stituting Eq. (26) and integrating Eq. (25) lead to an equation 
for the shape of the solid-liquid interface 

Y= 
> 2 Bi2 

?2 F* 

1 + Bi2F \ 2 B i 2 6 

'F1 F 

Ste2 l 2 Bi ; 

<A (27) 

Setting F = 1, Eq. (27) determines the location at which the 
solid-liquid interface contacts the interior wall of the outer pipe. 
A second approximation to temperature is chosen as 

= 1 + a, \X + 
Bi; 

X7 z3 

+ fl2|T + 2Bi 2 

+ x + h (28) 

where a, and a2 are considered as functions of the depth wise 
coordinate. Substituting Eq. (28) into Eq. (25) and utilizing Eqs. 
(12) and (13), the unknown a,, a2 and F are obtained. A com
parison of numerical results between the first and second-order 
approximations shows that the difference does not exceed 2 -3 
percent. The first-order approximation, Eqs. (26) and (27) there
fore is used for an investigation. 

Area III. Equations (17), (18), (20), and (21) allow an ap
plication of Duhamel's theorem (Carslaw and Jaeger, 1959). 
Hence, temperature in this region is governed by 

d_ 
dt a i + Ml) 0*(R,t- r)dr (29) 

where t = —(Y— YQ)ID and temperature 0* is the solution of 
Eq. (17) subject to boundary condition (18) having 0Jip + 1 = 
1 (Carslaw and Jaeger, 1959). Combining Eqs. (18) and (19) 
and introducing Eq. (29) give 

04 = 1 

where the function i 

4: 

lipD Bi 

R>, Jo \1 + </J . + = * ' - r)dr (30) 

ip(t-T) 
iBi 3 r 
7T2 Jo 

-(d9*/dR)r=JBi3and 

ds 

s {[*/,<*) + Bi37o(s)]2 + [sY^s) + Bi3K0(s)]2 (31) 

Area IV. Solidification of molten paraffin starts at the loca
tion Y = F, which corresponds to a dimensionless variable t = 
t\. Temperature 0, = 0i,,v(?', R) is decomposed into 

,(t', R) = 0,(r, + f', R) + u(t', R) (32) 

where the new variable t' = t — tx = (F, — Y)ID. The first term 
on the right-hand side of Eq. (32) is referred to the solution in 
area III. Substituting Eq. (32) into Eqs. (17), ( 2 2 ) - (24), a sup
plementary problem for u(t', R) is obtained. After a bit of ma
nipulations by using the Duhamel's theorem an integral equation 
for u(t', 1) can be obtained 

u{t', 1) = 1 - 1 + 
Bi3 

B 

i dt' Jo [Bo 

1 

B_ 

So" 

Bi, 

B 

1 |K 

B_ 

Bo B ) • • • ( ' • $ ) * ] } 
X tp0(t' T)dT (33) 

where the quantities B0 and B are 

'R, 
Ba^ 

R, P3 R 

'-'% 
1 - F + 

p3 

# 2 

R p3 

(34) 
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-Y0.4 

Fig. 2 Shape of interface between solid and liquid paraffin in area II as 
a function of the dimensionless parameter D (Bi2 = 5, Bi3 - 1, R„ 2, i// 
= 0.1, R2/R„z = 0.1) 

RB/Bi3 = 8 

-Y2.0 

Fig. 3 Shape of interface between solid and liquid paraffin in area II as 
a function of the dimensionless parameter R„/Bi3(Bi2 = 5, D = 16, R„ = 
4, </< = 0.1, R2/Rp2 = 0.1). 

Substituting Eqs. (32) and (33) into Eq. (23) and integrating 
with respect to Y' lead to 

F= 1 -£>3Ste,-! Bi 
R, P3 J" 

>>0 

+ B, f"{ -Jo [Bo 
— - 1 )u 
Bo ) BQ 

1 +--9l)dT 

B Bi3 

B ' 

+ 1 + 
64\ Bi, 

<1>J B 
\<pQ(t' -T)dr\ <Po(t'-T)dT> at r = r„ (35) 

Results and Discussion 
In this study, independent dimensionless parameters required to 

determine melting solid paraffin in the gap between coaxial pipes 
are found to be D(Rp2/Rw)2/D2,Bi2, Ste2/tji in area II, </i, Bi3, Dl 
Rw in area III, and RJRp3, R2/Rpl, I/», Bi3 and £>3 Ste3 in area IV, 
respectively. Without loss of generality, properties of solid and 
liquid paraffin are assumed to be identical. Hence, the parameter 
RJRP3 becomes a function of Bi3, Bi2, and R2IRp2. The number 
of independent parameters reduces to eight. They are selected to 
be m2( = (x0/k2)/(l/h4 + /?,)), Bi3( = (rjk,)/[I/h4 + R, + R2 

+ (V*2)]) , R„ { = rMrM, R2IRp2 ( = R2k2/x0), D { = {r„l 
r , )2(WV t .Wa,) , -A (^(T„, - T„)/(TC - T„,)), D2 ( ^ c , * , / 
p2c2k2), and Ste2( = c2(r„, — T„)/L). To evaluate dimensionless 
parameters, pipes are chosen to be steels. Properties of paraffin and 
rock were, for example, presented by Moallemi and Viskanta 
(1985, 1986) and Incropera and DeWitt (1990). 

Melting solid paraffin starts from area II as a result of high 
temperatures in the thermite burned. The effects of the dimen
sionless parameter D on shapes of the interface between solid 
and liquid paraffin are shown in Fig. 2. Aside from the ratio of 
velocities between rock and the combustion front, the parameter 
D can also be represented by D = (r„lr,) Pe!/Pe4 = lxll4 which 
indicates a ratio of the axial length scale of rock to that of the 
burned thermite. Choosing dimensionless parameters Bi2 = 5, 
Bi3 = 1, Rw = 2, ifi = 0.1, R2IRp2 = 0.1, the length of area II is 
found to increase with the parameter D. This is because an in
crease in the velocity or the axial length of rock (and paraffin) 
increases axial energy transport resulting from the depthwise 
convection and reduces energy required for melting. Since the 
velocity ratio V/Vc = 1 + (V0/Vc) the velocity of the cartridge 
should be smaller than that of the combustion front to enhance 
melting in area II. 

As shown in Fig. 3, the region of the solid paraffin in area II 
decreases with the parameter R„,/Bi3( = (l/h4 + R{ + R2 + x0l 
k2)/(r,/k4)), which represents the ratio of the total resistance of 

convection resistance and conduction resistances of pipes and 
paraffin to conduction resistance in the burned thermit. A de
crease in Rw/Bi3 indicates a reduction of the total resistance. 
Hence, radial energy transport becomes comparatively easy. 
Melting rates therefore increase. The maximum length in area II 
is significantly reduced. 

The efficiency of removing the paraffin plug depends on the 
length of area III. The effects of different parameters on the 
length of area III (i.e., Yt — YQ) are listed in Table 1. Case 1 is 
referred to dimensionless parameters Bi2 = 5, Bi3 = 1, Rw = 2, 
ill = 0.1, D = 2, R2/Rp2 = 0.1. The length of area III is found to 
be 4.4, which is approximately 40 times longer than that in area 
II (see Fig. 2) under the same conditions. Comparing cases 1 
and 2 indicates that the length is decreased by increasing the 
parameter D. This is attributed to a decrease in energy transport 
for melting, as mentioned previously. 

A decrease of Bi3 results in an increase of the length in this 
area by comparing cases 2 and 3. This is because energy dissi
pated to rock becomes small for a high total resistance between 
the burned thermite and paraffin. Therefore, more energy is used 
for melting solid paraffin. It can be seen that the total resistance 
has opposite effects on melting paraffin in areas II and III. In 
other words, lengths of areas II and III are both increased with 
the total resistance. Comparing cases 2 and 4 indicates that an 
increase in R„ increases significantly the length of area III. The 
effects of the temperature at the combustion front, which is gov
erned by the parameter tfi, are found from cases 2 and 5. It is seen 
that a high temperature at the combustion front significantly in
creases the length of area III. Computations also found that the 
effects of parameters Bi2 and Ste2 on shapes of the interface 
within reasonable working conditions were insignificant. 

The occurrence of area IV is a result of solidification. This is 
because temperatures in the thermite decrease and eventually be
come as low as those in liquid paraffin. As shown in Fig. 4 an 
increase in the parameter D increases the length of area IV. The 

Table 1 Length of completely molten paraffin (area III) as a 
function of independent parameters 

Cases 

1 
2 
3 
4 
5 

Bi2 

5 
5 
5 
5 
5 

Bi3 

1 
1 
0.5 
1 
1 

K 

2 
2 
2 
3 
2 

</' 

0.1 
0.1 
0.1 
0.1 
0.05 

D 

2 
4 
4 
4 
4 

Rz/RP2 

0.1 
0.1 
0.1 
0.1 
0.1 

Yo-Y, 

4.4 
4 
5.2 
6.4 
7.2 
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slow solidification is attributed to a large axial length scale as
sociated with higher temperatures in rock. Energy dissipated to 
rock thus is reduced. The length of area IV can be approximately 
four times larger than that of area II. In Fig. 5, a decrease of the 
parameter /?„,/Bi3 reduces the length of liquid paraffin. This is 
because the total resistance between the burned thermite and par
affin decreases and molten paraffin solidifies rapidly. 

Conclusions 
The conclusions drawn are the following: 

12.0 

1 The present study provides an understanding of melting 
solid plug between coaxial pipes by inserting a moving 
heat source in the inner pipe. The physical process there
fore involves energy transport between combustion, con
vection, and conduction, and phase changes of melting and 
solidification in different domains. Provided that properties 
between solid and liquid are identical, the entire process is 
determined by eight independent parameters. In this study, 
they are chosen to be Bi2, Bi3, Rw, RilRpi (or RJRp2),D, 
ip, Dz, and Ste2. 
The closed-form solutions are found. For an application to 
oil pipes the dimensional results showed that the length of 
completely molten paraffin (i.e., area III) can be as large 
as 50 m. The length in area IV for solidification of liquid 
paraffin can be around 15 m, which is approximately four 
times longer than that for melting solid paraffin in area II. 
In all cases, area II has the least length. 
The length of area DJ determines the efficiency of removing 
paraffin plug. An increase in dimensionless parameter Rw, and 
a decrease in D, Bi3, 4>, enhance the melting of solid paraffin 
and increase the length of this area. The parameter Rw repre
sents the ratio of conduction resistance of rock to that of the 
burned thermite, D the ratio of axial length scales between 
rock and the burned thermite, Bi3 the ratio of conduction re
sistance of rock to a sum of convection resistance between 
the thermite and inner pipe and conduction resistances of 
pipes and paraffin, ip the ratio of temperature differences be
tween the melting and ambient temperatures and the com
bustion and melting temperatures. The effects of the param
eter Bi2 indicating the ratio of conduction resistance of par
affin to a sum of convection resistance and conduction 
resistance of the inner pipe, and the Stefan number Ste2 rep
resenting the ratio of sensible heat of paraffin from the am
bient temperature to the melting point to latent heat for melt
ing, however, are insignificant. 

Y,-Y 

Y,-Y 

Fig. 4 Shape of interface between solid and liquid paraffin in area IV as 
a function of the dimensionless parameter D (Bi2 = 5, Bi3 = 1, R„ = 2, i// 
= 0.1,R2/Rp2 = 0.1) 

Fig. 5 Shape of interface between solid and liquid paraffin in area IV as 
a function of the dimensionless parameter R„/Bi3(Bi2 = 5, D = 16, R„ = 
4, ^ = 0.1, fl2/Rp2 = 0.1) 

4 Lengths of areas II and IV are reduced by decreasing the 
total resistance between the burned thermite and paraffin. 
Increasing the speed ratio between the combustion front 
and the cartridge increases lengths of areas II and IV while 
the length of area III is reduced. 

5 The analysis and results provided by the present work can 
be used for designing oil pipes and selecting heat sources 
so that paraffin plugging the gap between two coaxial pipes 
can be effectively and economically removed. 
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The Lattice Temperature in the 
Microscopie Two-Step Model 

D. Y. Tzou,1 M. N. 6zi§ik,2 and 
R. J. Chiffelle1 

Nomenclature 
Ce 

C, 
CT 

G 
h 
k 

K 
n 
N 

P 
t 

T 
TD 

vs 

X 

aT 

P 
y 
6 
6 
T 

volumetric heat capacity of electrons, J/m3 K 
volumetric heat capacity, J/m3 K 
equivalent thermal wave speed in the two-step model, 
m/s 
electron-phonon coupling factor, W/m3 K 
Planck's constant, Js 
Boltzmann constant, J/K 
thermal conductivity, W/m K 
volumetric number density, 1/m3 

number of terms in truncation 
Laplace transform parameter 
time, s 
absolute temperature, K 
Debye temperature, K 
speed of sound, m/s 
space variable, m 
equivalent thermal diffusivity in the two-step model, m2/s 
dimensionless time 
transformation variable 
dimensionless distance 
dimensionless temperature 
relaxation time, s 
frequency in the Fourier transform 

Subscripts and Superscripts 
0 = initial value 
a = atom 
e = electron 
/ = lattice 

W = quantity at the wall 

Introduction 

The microscopic two-step model pioneered by Anisimov et al. 
(1974) and advanced later by Fujimoto et al. (1984), Brorson et 
al. (1987), Elsayed-Ali et al. (1987), and Elsayed-Ali (1991) 
addresses the phonon-electron interactions in the short-time 
transient of metal films. Especially for the high-rate heating in
duced by a short-pulse laser (Qiu and Tien, 1992, 1993), the 
typical response time is on the order of picoseconds, which is 
comparable to the phonon-electron thermal relaxation time. 
Thermodynamic equilibrium between phonons and electrons, 
consequently, cannot be assumed and heat transfer in the electron 
gas and the metal lattice has to be considered separately. When 
applied to the prediction of the surface reflectivity of a gold film, 
an indication for arrival of the hot electron gas, the two-step 
model (Qiu and Tien, 1992, 1993) yields excellent results in 
comparison with experimental data. The diffusion theory assum
ing an instantaneous thermodynamic equilibrium between the 
electron gas and the metal lattice, on the other hand, predicts a 
reversed trend for the reflectivity at the back surface of the film. 
When the transient time becomes so short, in other words, the 
nonequilibrium thermodynamic transition is an important issue 
to be addressed in the model of high-rate heat transfer. 

The two-step model involves two coupled energy equations 
governing the heat transfer in the electron gas and the metal lat
tice. It assumes diffusion for heat transport in the electron gas, 
namely an instantaneous thermodynamic equilibrium with the 
metal lattice, and neglects the ballistic electron component in the 
short-time transient. Since the temperature of the metal lattice is 
a major concern to practical engineers, we focus our attention on 
it in this work. For this purpose the temperature of the electron 
gas shall be eliminated from the two coupled energy equations 
to give a single equation governing the temperature of the metal 
lattice. At the initial stage of exploration, we impose a strong 
condition that all the thermal properties, including the volumetric 
heat capacity of the electron gas, remain constant during the two-
step process. The real behavior with temperature-dependent 
properties is thus a combination of a series of such states at which 
the thermal properties are adjusted according to the correspond
ing temperature. Also, the volumetric heat source is neglected 
for the time being to have a better focus on the way in which 
temperature "waves" evolve. Because heat diffusion is assumed 
in the electron gas, the wavelike behavior in this work results 
from the thermal relaxation in the metal lattice. 

1 Department of Mechanical Engineering, University of New Mexico, Albuquer
que, NM 87131. 

2 Department of Mechanical and Aerospace Engineering, North Carolina State 
University, Raleigh, NC 27695. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF ME
CHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division Septem
ber 1993; revision received February 1994. Keywords: Conduction, Laser Process
ing, Transient and Unsteady Heat Transfer. Associate Technical Editor: Y. Baya-
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The Microscopic Two-Step Model 
The two-step model assumes diffusion in the electron gas while 

a heat balance in a lumped sense is assumed for the metal lattice: 

dTe 

dt 
V-(KVTe)-G(Te-T,) (1) 
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dT, 
C,-^ = G(Tt-T,), 

at 
dispersion thus results from the diffusion assumed for heat trans-

^ ' port in the electron gas. 

where K is the thermal conductivity of the electron gas at tem
perature Te. The energy exchange between the electron gas and 
the metal lattice is dominated by the electron-phonon coupling 
factor G. Within the limits of the Wiedemann-Franz law, as 
shown by Qiu and Tien (1992, 1993), G can be approximated 
by 

G = 
n4(nevsk)2 

K 

with DV being the speed of sound, 

v., -~(6n2nay
]nTD. 

2irh 

(3) 

(4) 

A single equation governing the temperature of the metal lat
tice can be obtained by eliminating the temperature of the elec
tron gas (Te) from Eqs. (1) and (2). Assuming constant thermal 
properties,3 it is found 

d2T ae d3T 

dx2 + C2
Tdx2dt 

1 dT 1 d2T 

aT dt C\ 8t2 (5) 

where T is the lattice temperature with the subscript / omitted 
from here on for convenience. The thermal diffusivity of the elec
tron gas, ac, is defined by KICe. The equivalent thermal diffu
sivity (aT) and thermal wave speed (CT) in such a phonon-
electron system, respectively, are defined as 

A: 
aT • 

Ce + Ci 
Cr (6) 

At room temperature, since heat capacity of the metal lattice {C,) 
is approximately two orders of magnitude larger than that of the 
electron gas (Ce), the value of aT is approximately the same as 
the macroscopic value (KIC,) of the metal lattice. When heat 
capacity of the electron gas increases with temperature, however, 
the value of aT decreases from the macroscopic value. The ex
pression for the equivalent thermal wave speed in Eq. (6) is new 
in the thermal wave theory. From a microscopic point of view, 
the thermal wave speed relates to the number densities of free 
electrons and atoms in the metal lattice. 

Equation (5) governing the lattice temperature is a new type 
of differential equation in the field of heat conduction. The 
mixed-derivative term, second order in space and first order in 
time, results from the short-time interaction between phonons 
and electrons. For the case of the number density of free electrons 
approaching infinity, i.e., ne -* °°, the coupling factor G ap
proaches infinity according to Eq. (3). The thermal wave speed 
(Cr) , according to Eq. (6), approaches infinity and Eq. (5) is 
reduced to the classical diffusion equation in this case. From a 
mathematical point of view, the effect of phonon-electron inter
actions induces a mixed-derivative term and a wave term. Com
paring to the classical thermal wave equation without the mixed-
derivative term, Eq. (5) is expected to display a stronger disper
sive behavior due to involvement of the additional first-order 
time-derivative in the mixed-derivative term. This is a similar 
behavior to that in fluids with the Jeffery type constitutive equa
tion depicting a stronger rate-dependency in the stress versus 
strain-rate response (Joseph and Preziosi, 1989). The metal lat
tice is the only source for the possible relaxation behavior re
flected by the presence of the wave term in Eq. (5). The strong 

3 In reality, heat capacity (Ce) of the electron gas increases linearly with the tem
perature. For a better focus on the nonequilibrium evolution of the lattice temper
ature, however, we assume a constant value to approximate its average in the pro
cess. 

The Wave Structure 
From a mathematical point of view, the effect of phonon-

electron interactions dominates over the wave behavior and dif
fusion because it appears as the highest order differential in Eq. 
(5). The thermal wave emanating from the end in a semi-infinite, 
one-dimensional medium is probably the simplest system for ex
amining the nonequilibrium temperature represented by Eq. (5). 
Due to presence of the wave effect, we need two initial conditions 
at t = 0: 

T(x, 0) = T0 and — (JC, 0) 
at 

0 for *£[() ,«>] . (7) 

The thermal disturbance in the medium is induced by a suddenly 
imposed temperature at x = 0: 

7X0, t) = Tw for t > 0. (8) 

The thermal disturbance, lastly, vanishes at a distance far away 
from the end: 

T(x, t) -> T0 as (9) 

Equations (5) and ( 7 ) - ( 9 ) can be made dimensionless by in
troducing the following variables: 

(10) 6(x, t) = : 

The results are 

d29 d39 

882 + d62dp 

T(x, O -7 -o C2
Tt 

Tw - To 2a 

d2e nae 

2a 

•\H 
38 

9(5, 0) = 0 and — (<5, 0) = 0 for 6 e [0, °°) 
9/3 

0 ( 0 , 0 ) = ! and 0(6, P) ^ 0 as <5-><». 

( I D 

(12) 

(13) 

The Laplace transformed solution satisfying Eqs. (11) - (13) can 
be readily obtained: 

-yl(p(p+2)W+Bp)6 

where 

9(5, P) 
i r 

2717 Jy-
9(5;p)epl>dp. 

(14) 

(15) 

Three branch points atp = 0, —\IB, and —2 exist in Eq. (14). 
The contour integration of Eq. (15) with appropriate branch cuts, 
for the most part, results in an improper integral. A numerical 
evaluation for the improper integral is still unavoidable, which 
motivates the use of a direct numerical scheme for the Laplace 
inversion. 

Introducing the variable transformation 

p = y + iui, (16) 

with y being a real constant in the straight cut of Bromwich 
contour and w a real variable, first of all, Eq. (15) becomes 

:£ 6(5, /?).= 9(5;p = y + iuj)e'uliduj. (17) 
2-7T J^» 

The Fourier integral thus obtained can then be approximated by 
its Riemann sum. Denoting u> as the wave frequency and r the 
half-period of its oscillations, i.e., w = nir/r for the nth wave 
mode and Aw. = TT/T for all modes, 
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Analytical Solution 

o Numerical Solution 
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Fig. 1 Comparison of the numerical and analytical solutions, for the ther- Fig- 2 Convergence of the temperature distributions at various values 
mal wave model with B = 0.5,1, and 1.5. The relation By = 4.7 is satisfied of y; B = '\ 
for all cases. 

9(6, P) = ̂  £ eUp = y+iy\eW\ (18) 

Noticing further that the wave modes with positive and negative 
n values appear in pairs and 

inir\ ., „ , , 
6, y + — e'<«^/r) + 8[S,y - \e 

= 2Re 

Eq. (17) can be expressed as 

0(6, /?) 

0 ( « , y + ^ « ' w * ' IT) (19) 

,yP 

^0(6, T) + feX dU y + lJf )e'^^ (20) 

where Re represents the real part of a complex function. Since 
the function e<<"/J'r/T> has a fundamental period of 27r, the physical 
domain of /3 in Eq. (20) is 0 < /3 < 2r. At /3 = r , more precisely, 
Eq. (20) yields 

0(6, /?) 

, 7 / 1 

0 itf(*,y) + iteZfl(*,7 + y ( - 1 ) " (21) 

which is the inverse solution for 8 (temperature) at any values 
of S (space) and P (time). Accuracy of the Riemann-sum ap
proximation depends on the value of y and the truncation error 
dictated by N. Since the kernel function contains a branch point 
at zero, the value of y must be selected greater than zero to 
include all the branch points. At a selected value of y, the value 
of N must be increased until a prescribed threshold of summation 
is achieved. 

For B = 0, the combination of Eq. (14) with Eq. (21) gives 
the classical wave solution. Figure 1 compares the numerical so
lutions obtained by the present algorithm with the analytical so
lutions obtained by Baumeister and Hamill (1969). At typical 
instants of time (/? = 0.5, 1.0, and 1.5), the values of y satisfying 
the relation of fly = 4.7 yield satisfactory and rapidly convergent 
solutions. Under the prescribed threshold for convergence, 10 ~7 

for the Euler norm between two successive approximations, dra

matic changes of temperature across the thermal wavefront are 
successfully captured by using N = 30,000 in the series of Eq. 
(21). The numerical inversion for temperature, despite the fact 
that the value of y explicitly appears in Eq. (21), is independent 
of the value of y selected in the analysis. The value of y, how
ever, affects the numerical characteristics of convergence. Figure 
2 demonstrates this behavior by using y = 1,5, and 10 in the 
numerical convergence for ,5 = 1. Under the same number of 
terms used in Eq. (2\),N = 30,000, the curves with y = 5 and 
10 have already approached the analytical solution while the one 
with 7 = 1 has not. It is until N = 45,000 that the curve of y = 
1 can achieve the same convergence. The finer-tuned value of y 
= 4.7 removes the overrelaxed behavior of temperature at the 
thermal wavefront, 6 = /3 = 1. 

Figure 3 shows diminution of the sharp wavefront due to 
strong dispersion in the phonon-electron interaction (B =£ 0). 
When the value of B deviates from zero, numerically, absence of 

1.0 
y = 4.7, p = 1.0 

B = 1 0-4 

2.0 

Fig. 3 Diminution of a sharp wavefront in the two-step model; B = 10 4, 
10 2, and 10 1 
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the sharp wavefront actually fastens the convergence. The results 
shown in Fig. 3 for B = 0.01 and 0.1 were obtained by using 
about 30 terms in the series to achieve the convergence. Though 
difficult to show analytically, the relation By = 4.7 for y again 
yields rapidly convergent solutions. The wavefront becomes 
blunt when the value of B deviates from zero (0). The practical 
value of B, depending on the heat capacity of the electron gas, 
ranges from 0.5 to 100. The temperature curves, as shown in Fig. 
4 for B = 1, 10, and 50, decay monotonically and the heat-af
fected zone extends to a large distance from the wall. Diminution 
of the sharp wavefront and the large heat-affected zone resembles 
the diffusion behavior. 

The Rate Effect 
Although the sharp wavefront is destroyed by the effect of 

phonon-electron interactions and the heat-affected zone be
comes large, the monotonically decaying behavior shown in Fig. 
4 should not be confused with that of pure diffusion. For further 
illustrations, we introduce an initial rate of temperature, 90, in 
the initial conditions: 

9(8, 0) = 0 and 
dQ_ 

for 8 e [0, » ) (22) 

where 90 = 2aT0/C
2(Tw — T0). The transformed solution satis

fying Eqs. (11), (13), and (22) is 

p + 2 

P(P+ 2) 
4 p(/>+2))/(l+fl/3)« 

p(p+ 2) 
(23) 

which is readily invertible by Eq. (21). When 90 = 0, Eq. (23) 
reduces to Eq. (14). For B = 10, B = 3, and y = 1.61 (By = 
4.8), Fig. 5 shows the temperature distributions at various values 
of 6*o- The temperature level, as expected, increases with the ini
tial rate of temperature (90). When the value of 90 increases to 
3, the field temperature exceeds the boundary temperature at the 
wall (0 = 1 at 8 = 0). The lattice temperature in the two-step 
model is sensitive to the temperature rate whereas the diffusion 
model is not. 

Actually, the time rate of change of temperature is the main 
cause for the temperature overshooting discussed by Taitel 
(1972). When two sharp wavefronts meet at a point in the solid, 
it produces a large time rate of change of temperature, dT/dt. 
Since the initial time of the point starts from the instant that the 

® 

Fig. 5 The effect of initial temperature rate on the distributions of the 
lattice temperature: two-step model with B = 10.0, /} = 3.0, and y = 1.61 
(Hy = 4.83) 

two wavefronts meet, the local temperature rate brought about 
by the impingement of two wavefronts serves as the initial heat
ing provided to the point. The local temperature, as a result, be
comes larger than the boundary temperature due to the rate effect. 
This phenomenon also exists in the lattice temperature of the 
microscopic two-step model. The amount of temperature over
shooting, however, is not as pronounced (compared to that in the 
classical thermal wave theory) due to stronger dispersion in the 
phonon-electron interaction. Including that in the case of clas
sical waves, however, the temperature overshoot may not have a 
practical engineering sense. A slight change in the boundary con
ditions may totally destroy the overshoot phenomenon (Bai and 
Lavine, 1991). The real physical scale (x) corresponding to the 
values of 8 in Fig. 5, in addition, is on the order of 10~2 A. The 
ballistic electron component and the quantum mechanical behav
ior in heat transport, which are not incorporated in the two-step 
model, become equally important on this scale. 

0.80 
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Fig. 4 Temperature distributions in the two-step model; B 
and 50 

1, 10, 

Conclusion 
The nonequilibrium temperature of the metal lattice in the mi

croscopic two-step model has been studied in this work. While 
a wave term is present in the energy equation governing the metal 
lattice, the sharp wavefront is destroyed by the strong dispersion 
in the phonon-electron interaction. For practical values of B in 
the two-step model, as shown in Fig. 4, the temperature curve 
behaves like diffusion. The transitional behavior shown in Fig. 
3 is thus a mathematical illustration for the effect of the mixed-
derivative term when compared to the classical thermal wave 
equation. This behavior, to be reiterated, will not be observed in 
the two-step heat transport process because the value of B is 
larger than 0.5 in reality. 

The presence of the wave term in the two-step energy equation, 
in spite of the similarity of the temperature distributions to dif
fusion in Fig. 4, allows a specification of the time-rate of change 
of temperature (dT/dt) in the initial conditions. As a result, the 
value of dT/dt at t = 0 participates in the determination of the 
time history of temperature. In comparison with diffusion where 
a specification of the initial temperature rate is impossible, the 
two-step model provides more detailed information for the way 
in which temperature evolves with time. This is an extremely 
important information for the heat transport process occurred in 
short times, like the present one. We also note that the immediate 
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response of the lattice temperature shown in Figs. 3 to 5 is a 
direct result of the initial condition, T(x, 0) = T0. This condition 
assumes that the initial temperature of the solid rises to T0 im
mediately, which eliminates all the possible relaxation behavior 
in the metal lattice. Should a more realistic simulation be at
tempted, the heat flux vector should be specified in the initial 
condition rather than temperature. The physical time at which the 
field temperature becomes sensible is then calculated to reveal 
the phase lag in thermal relaxation. This may be the reason that 
Qiu and Tien (1992) shift the initial time to a negative value in 
their analysis. Including the temperature-dependent heat capacity 
of the electron gas, the relaxation behavior of the metal lattice in 
the short-time transient is an important subject to be further 
studied. 

Although the classical thermal wave model has led to many 
interesting phenomena (Tzou, 1992) and the relaxation behavior 
has been shown admissible within the framework of the second 
law of the extended irreversible thermodynamics (Tzou, 1993), 
the wave concept does not capture the microscale response in 
space (Bayazitoglu and Peterson, 1992). With regard to the lat
tice equation, Eq. (5) , where the microscopic effect in heat trans
port is absorbed, an effort has recently been made (Tzou, 1994) 
to capture the microscopic effect in another phase lag of the tem
perature gradient. While the wave behavior is preserved by the 
traditional phase lag of the heat flux vector, the new phase lag 
of the temperature gradient gives the same mixed-derivative term 
in Eq. (5). Mathematical analogy between the two approaches 
is thus established. We shall leave the more detailed discussion 
to a future communication. 
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Nomenclature 
c = film specific heat, J k g 1 K~' 
d = film thickness, nm 
/ = bias current, mA 
q = heat flux from strip 1 to the substrate, W cm -2 

R = electrical resistance, kO 
Rb = film/substrate thermal boundary resistance, K cm2 W"1 

T = temperature, K 
Tc = critical temperature, below which the electrical 

resistance is zero, K 
V = voltage, mV 
p = film density, kg m 3 

T = time constant for exponential decay of the film voltage, 
ns 

Subscripts and Superscripts 
s = substrate 
1 = wide strip (heater) 
2 = narrow strip (sensor) 
+ = inlet 
— = outlet 

Introduction 
The thermal design and operation of thin-film electronics at 

low temperatures depends crucially on the thermal resistance at 
the boundary between the film and the substrate (Rb). Optimal 
design of such systems made from high-temperature supercon
ductors (HTS), including passive microwave devices, digital de
vices based on Josephson junctions, optical switches, and infra
red radiation detectors (bolometers), is also dependent on ac
curate knowledge of Rb. Furthermore, the mechanism of the 
observed voltage response of thin-film HTS to pulsed and 
chopped irradiation cannot be unambiguously determined unless 
a firm estimate of Rb is in hand (Flik et al., 1990). Direct exper
imental measurement of Rb, however, over the temperature range 
of most practical interest, which includes the boiling point of 
nitrogen (77 K) and below, has not been reported. 

Thermal contact resistance at cryogenic temperatures between 
a metal and a dielectric, or between two dielectrics, can be several 
orders of magnitude higher than that at room temperature. This 

1 Department of Mechanical Engineering, University of Hawaii at Manoa, 2540 
Dole Street, Holmes 302, Honolulu, HI 96822. 

2 Department of Physics and Astronomy, University of Hawaii at Manoa, 2505 
Correa Road, Watanabe Hall, Honolulu, HI 96822. 

3 Department of Mechanical Engineering Science, Tokyo Institute of Technology, 
2-12-1 Ohokayama, Meguro-ku, Tokyo 152 Japan. 

4 Exploratory Technology Department II, Ishikawajima-Harima Heavy Industries 
Co., 1 Shin-Nakahara-cho, Isogo-ku, Yokohama 235 Japan. 

5 Mechanical Engineering Laboratory, Daikin Industrial Corporation, 1304 Ka-
neoka, Sakai-shi, Osaka 591 Japan. 

Contributed by the Heat Transfer Division and presented at the ASME Winter 
Annual Meeting, Anaheim, California, November 8-13, 1992. Manuscript received 
by the Heat Transfer Division June 1992; revision received February 1994. Key
words: Conduction, Cryogenics, Direct-Contact Heat Transfer. Associate Technical 
Editor: L. S. Fletcher. 

1038/Vol. 116, NOVEMBER 1994 Transactions of the ASME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



response of the lattice temperature shown in Figs. 3 to 5 is a 
direct result of the initial condition, T(x, 0) = T0. This condition 
assumes that the initial temperature of the solid rises to T0 im
mediately, which eliminates all the possible relaxation behavior 
in the metal lattice. Should a more realistic simulation be at
tempted, the heat flux vector should be specified in the initial 
condition rather than temperature. The physical time at which the 
field temperature becomes sensible is then calculated to reveal 
the phase lag in thermal relaxation. This may be the reason that 
Qiu and Tien (1992) shift the initial time to a negative value in 
their analysis. Including the temperature-dependent heat capacity 
of the electron gas, the relaxation behavior of the metal lattice in 
the short-time transient is an important subject to be further 
studied. 

Although the classical thermal wave model has led to many 
interesting phenomena (Tzou, 1992) and the relaxation behavior 
has been shown admissible within the framework of the second 
law of the extended irreversible thermodynamics (Tzou, 1993), 
the wave concept does not capture the microscale response in 
space (Bayazitoglu and Peterson, 1992). With regard to the lat
tice equation, Eq. (5) , where the microscopic effect in heat trans
port is absorbed, an effort has recently been made (Tzou, 1994) 
to capture the microscopic effect in another phase lag of the tem
perature gradient. While the wave behavior is preserved by the 
traditional phase lag of the heat flux vector, the new phase lag 
of the temperature gradient gives the same mixed-derivative term 
in Eq. (5). Mathematical analogy between the two approaches 
is thus established. We shall leave the more detailed discussion 
to a future communication. 
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a firm estimate of Rb is in hand (Flik et al., 1990). Direct exper
imental measurement of Rb, however, over the temperature range 
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Fig. 1 Two-strip etching pattern for measuring the thermal boundary 
resistance between strip 1 and the substrate. The width of strip 1 is 50 
fim, that of strip 2 is 10 /im, and the distance separating the strips is 5 

phenomenon, for temperatures less than about 30 K, can be sat
isfactorily explained by acoustic mismatch theory (AMT) (Lit
tle, 1959; Swartz and Pohl, 1989). In brief, AMT assumes that 
the transmission of phonons at an interface is governed by con
tinuum wave theory, such that phonons can be reflected or trans
mitted at an interface in the same manner as photons are de
scribed by electromagnetic wave theory. Acoustic mismatch the
ory predicts that Rb is proportional to the inverse of the third 
power of the temperature, and therefore increases significantly 
with decreasing temperature (Swartz and Pohl, 1989). 

At temperatures higher than about 30 K, Rb predicted from 
AMT can be much lower than measured values at solid-solid 
interfaces (Swartz and Pohl, 1989). Phonon heat transport across 
the interface appears to become very sensitive to surface and 
subsurface structure at these temperatures. The dominant phonon 
wavelength for heat flow at 86 K, the minimum temperature mea
sured in this study, is only ~0.5 nm, where the dominant phonon 
frequency is calculated as described by Swartz and Pohl (1989). 
Considering this very short length scale, the film probably does 
not appear continuous to the heat-transporting phonons, and thus 
AMT is not generally applicable at the temperatures encountered 
in this study. 

To date, only one study has been reported in which Rb was 
directly measured for high-7^. thin films. Nahum et al. (1991) 
measured Rh over the temperature range 97 K s T < 177 K for 
Y - B a - C u - O (YBCO) films deposited on sapphire with or 
without various intervening buffer layers. Their results indicate 
that Rb « 10~3 K cm2 W _ 1 , and is relatively independent of 
temperature. 

The thermal contact resistance can also be indirectly estimated 
from the measured time constant of the transient voltage response 
to a heat or optical input. The values of Rb from four such studies 
(Carr et al., 1990; Marshall et al , 1991; Levey et al., 1992; Zeu-
ner et al., 1992) lie between 8 X 10"4 and 3 X 10~3 K cm2 W "' 
for temperatures ranging between 30 K and room temperature. 
Two of these measurements concerned YBCO films deposited 
on MgO substrates (Carr et al., 1990; Marshall et al., 1991), 
another was for a YBCO film on a LaA103 substrate (Levey et 
al., 1992), and the other was for T l - B a - C a - C u - 0 (TBCCO) 
films on MgO substrates (Zeuner et al., 1992). Still lacking after 
all these investigations, however, is a direct measurement of Rb 

for temperatures below 97 K. 
The present study is an experimental investigation of Rb for a 

normal-state E r - B a - C u - O (EBCO) film deposited on an MgO 
substrate. The thermal contact resistance is directly measured us
ing the method of Swartz and Pohl (1989). The minimum sub

strate temperature is 86 K. The results suggest that Rb for this 
film is comparable to the previously reported values. 

Experiment 

Apparatus. The experimental sample was a 70-nm-thick Er-
Ba-Cu-O film on an MgO (100) substrate, and was prepared 
by ionized cluster beam codeposition. Details of the deposition 
procedure are given elsewhere (Yamanashi et al, 1989). The 
film was chemically etched in the double meander pattern shown 
in Fig. 1 by a 1 percent H3P04 solution, resulting in two electri
cally insulated E r - B a - C u - O strips. Strip 1 is 50 /mi wide, and 
strip 2 is 10 /tm wide. They are separated by a distance of 5 /mi, 
and each has a total length of 1.970 mm. Electrical contacts were 
made to the eight sputtered Au pads with Ag paste. 

The mounted sample was cooled to cryogenic temperatures in 
a closed-cycle refrigeration system. Thermal contact between the 
mounted sample and the cold finger of the refrigerator was 
achieved with Apiezon thermal grease. During the course of the 
experiments, the sample was maintained in a vacuum environ
ment, with two layers of shielding between the sample and the 
room-temperature vacuum shroud. The sample temperature, for 
isothermal conditions, was measured with a Si diode temperature 
sensor (accurate to within ±0.1 K) mounted next to the sample 
on the cold finger. The output voltages were recorded with a 
computerized data acquisition system. 

Procedure. The experimental method is similar to that pre
sented by Swartz and Pohl (1989). Referring to Fig. 1, the wide 
strip (strip 1) is used as the heater, and the narrow strip (strip 2) 
is used as the temperature sensor. Due to degradation from the 
etching process, the critical temperature (Tc) of strip 2 is slightly 
less than that of strip 1: 67 K and 69 K, respectively. Four elec
trical contacts, including the voltage taps V * and V f , are made 
to each strip, allowing for independent four-point measurement 
of the resistance of each strip for various bias currents. Initially, 
the sample was cooled to well below Tc, and then calibration 
curves for the electrical resistance of the two strips were deter
mined with a small bias current ( s 5 fiA) while the sample 
slowly heated up to room temperature. The results of the cali
bration are given in Fig. 2. The curves were fitted with a third-
order polynomial function for 80 K < T =s 91 K, by a second-
order polynomial function for 91 K < T =s 116 K, and by a linear 
function for 116 K < T < 240 K. In the subsequent measure
ments, the temperature of each strip, T, and T2, respectively, is 
determined from the measured electrical resistances and the fitted 
curves. 

In order to measure the thermal boundary resistance between 
strip 1 and the substrate, a relatively large DC current is passed 
through strip 1, while a much smaller sensing current (72 =s 5 
/iA) is passed through strip 2. The Joule heating in strip 1 in-

60 100 140 180 220 260 

Temperature (K) 
Fig. 2 Calibration curves, taken under isothermal conditions and with 
small bias currents, for the electrical resistances of both strips 

Journal of Heat Transfer NOVEMBER 1994, Vol. 116/ 1039 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



h" 1 

oo 1000 

Heat Flux (W/cm2) 
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Fig. 4 Thermal boundary resistance between strip 1 and the substrate, 
as a function of the approximate substrate temperature 

creases its temperature and the nearby substrate temperature, and 
thus causes the temperature of strip 2 to increase. Under steady-
state conditions, Rb can be easily determined from the definition 
of the thermal boundary resistance: 

Rb = (1) 

where Ts is the substrate temperature directly underneath strip 1, 
and q is the heat flux from strip 1 caused by the Joule heating, 
provided both temperatures and the heat flux are known. In the 
present experiment, q is accurately calculated from the known 
voltage and current of strip 1, along with its contact area (9.85 
X 10"4 cm2). The substrate temperature Ts is nearly equal to T2, 
since the two strips are separated by only 5 /jm and are inter
twined, and the small heat flux from strip 2 does not result in a 
significant temperature difference between the substrate and strip 
2. Both T", and T2 are determined from the steady-state values of 
their electrical resistances, which are considered to attain steady 
state after subsequent data points change by less than 0.1 percent, 
after which the remaining points are averaged. Note that since 
the resistance of a superconductor can be a function of the bias 
current in its transition region between the normal and supercon
ducting states, the Rb measurements are performed at tempera
tures well above the transition temperature, which is less than 80 
K for both strips. 

Uncertainty. There are four possible causes of uncertainty: 
(a) the general determination of the temperatures Tx and T2 from 
if, and R2;(b) the temperature drop in the substrate between strip 
1 and strip 2; (c) the temperature drop across the film thickness; 
and (d) the heat leak out through the electrical leads. Error (a) 
is estimated as the standard deviation of the difference between 
the curves fitted through the calibration data points, and the data 
points themselves. This process yields the uncertainty in the tem
perature difference, T{ — T2, of about 0.3 K. The resulting me
dian uncertainty in Rb is about 10 "3 cm2 K/W, and varies de
pending on the value of T2. For error (b), the relatively high 
thermal conductivity of the MgO substrate (230 W m"' K"1 at 
100 K) renders this error negligible except where the highest 
temperatures and heat fluxes are encountered. For example, at 
250 K and for a heat flux of 800 W cm*2, which corresponds 
approximately to the highest temperature and heat flux in the 
experiment, the estimated temperature drop between the strips is 
about 0.4 K. At 100 K and for a heat flux of 400 W cirT2, how
ever, the temperature drop is only about 0.06 K. Error {b), then, 
is negligible for the majority of the reported data, but may be 
significant for the highest temperatures and heat fluxes. Error (c) 
is considered negligible, since the film thickness is only 70 nm. 
Finally, error (d) is determined to result in an error in the mea
sured heat flux from strip 1 to the substrate of about 10 percent. 

The error bars drawn in Figs. 3 and 4, which are for representative 
data points, only consider errors (a) and (d). 

Results and Discussion 
The dependence of the temperature drop between the two 

strips, that is, between the film and the substrate, on the heat flux, 
is given in Fig. 3. This figure includes all the measured data, 
which span a substrate temperature range of 86 K s T2 == 244 
K. Neglecting the scatter in the data, T, — T2 tends to increase 
with increasing q. Because of the varying substrate temperature, 
it is difficult to make any conclusions regarding the linearity of 
the relationship. The increased error (b) at large q also adds 
uncertainty. In general, however, the data follow the expected 
pattern. 

Figure 4 shows how the measured values of R,, vary with sub
strate temperature. Some data from Nahum et al. (1991) (their 
Fig. 2, sample a) are also shown for comparison. The present 
data, for the most part, are clustered in the range 1 ~ 5 X 10 "3 

cm2 K W ', which is slightly higher than the measurements of 
Nahum et al. (1991). The values of Rb tend to increase with 
increasing substrate temperature, but there may be some effect 
of the heat flux, along with the increased error (b) at high tem
peratures. 

Table 1 presents a direct comparison of the various results that 
have been reported for Rh for high-rc films. Nahum et al. (1991) 
reported that Rb was independent of the heat flux, and concluded 
that within their measured temperature range, the electrical re
sistance did not vary with bias current. In the ' 'time constant'' 
method, the exponential time constant ( r ) for the voltage of the 
high-7^ film to decay after an optical pulse is measured, and then 
Rb can be estimated from 

Table 1 Reported values of R 

Study 

Carr et al., 

1990 

Marshall et 

al., 1991 

Nahum et al., 

1991 

Levey et al., 

1992 

Zeuner et al., 

1992 

present 

Film/Substrate 

YBCO/MgO 

YBCO/MsO 

YBCO/sapphire 

+ buffer layers 

YBCO/LaA!03 

TBCCO/MRO 

EBCO/MgO 

Substrate 
Temperature 

(K) 

81 

300 

97sT<177 

90 

30 ST < 150 

86<T<244 

b for high-Tc films 

Method 

time 

constant 

optical transient 

grating 

direct 

measurement 

time 

constant 

optical 

response 

direct 

measurement 

(cm2 KW-1) 

8x10-4 

9X10- 4 

- 1 x 10-3 

3 x 10-3 

- 1 x 10-3 • 

1 - 5 x 10-3 
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Rh 

T 

dpc 
(2) 

where d is the film thickness, p is the film density, and c is the 
film specific heat. This expression can be derived from the ana
lytic expression for the temperature rise of a film subjected to a 
step heat input (Flik et al., 1990). Equation (2) can only be 
considered an estimate, however, since it implicitly assumes that 
the resistance of the film, and hence its voltage for constant bias 
current, depends linearly on the temperature. The three values of 
Rb obtained in this manner are 8 X 10"4 K cm2 W _1 (Carr et al., 
1990), 3 X 10~3 K cm2 W- ' (Levey e ta l , 1992), and 1 X 10~3 

K cm2 W" 1 (Zeuner et al., 1992). Finally, from the "optical 
transient grating" technique, in which two low-power simulta
neous laser pulses are used to excite acoustic waves in the high-
Tc film (Marshall et al., 1991), a time constant is also deter
mined, which is inserted into Eq. (2) to give Rb. The value of if,, 
measured in this way is about 9 X 10 "4 K cm2 W " ' . 

All reported values of Rb for high-Tc. films are relatively large. 
The acoustic mismatch theory, which assumes a perfectly smooth 
interface on the order of the phonon wavelength, predicts Rb 

~ 10"5 K cm2 W - ' at 100 K (Little, 1959), which is about two 
orders of magnitude below our lowest values of Rb. The large 
thermal boundary resistance may be due to imperfect unit cell 
orientation, or to a preponderance of dislocations or defects, near 
the film/substrate interface. 

Conclusions 
The thermal boundary resistance between an E r - B a - C u - O 

film and an MgO substrate was directly measured for substrate 
temperatures as low as 86 K. In general, the present values of Rb 

range from 1 ~ 5 X 10 ~3 K cm2 W" 1 , which are comparable 
with those reported earlier, both from direct and indirect mea
surements. 
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Determination of the Reaction 
Function in a Reaction-Diffusion 
Parabolic Problem 

H. R. B. Orlande1 and M. N. Ozi^k1 

Introduction 
The study of reaction-diffusion problems has several applica

tions, including, among others, nonlinear heat conduction (Jo
seph and Sparrow, 1970), chemical reactor analysis, and com
bustion (Kamenetskii, 1969). 

A vast amount of literature exists on the analysis and solution 
of linear inverse diffusion problems. In the case of nonlinear 
inverse diffusion, the available works are mostly concerned with 
the estimation of temperature-dependent properties, such as ther
mal conductivity and heat capacity (Artyukhin and Nenaroko-
mov, 1987; Jarny et al., 1986). In such cases, a functional form, 
e.g., B-Splines, was used to approximate the dependence of the 
unknown quantity on temperature and the inverse analysis was 
reduced to a parameter estimation problem. 

In this work we apply a function estimation approach based 
on the conjugate gradient method of inverse analysis with adjoint 
equation to estimate the unknown reaction function in a reaction-
diffusion parabolic problem. It is assumed that no prior infor
mation is available on the functional form of the unknown quan
tity. 

Inverse Analysis for Estimating Reaction Function 
The inverse analysis of function estimation approach, utilizing 

the conjugate gradient method with adjoint equation, consists of 
the basic steps described below (Jarny et al., 1991). 

The Direct Problem. For the present study, the direct prob
lem is taken as the one-dimensional reaction-diffusion system 
given by: 
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dx 
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where d is the film thickness, p is the film density, and c is the 
film specific heat. This expression can be derived from the ana
lytic expression for the temperature rise of a film subjected to a 
step heat input (Flik et al., 1990). Equation (2) can only be 
considered an estimate, however, since it implicitly assumes that 
the resistance of the film, and hence its voltage for constant bias 
current, depends linearly on the temperature. The three values of 
Rb obtained in this manner are 8 X 10"4 K cm2 W _1 (Carr et al., 
1990), 3 X 10~3 K cm2 W- ' (Levey e ta l , 1992), and 1 X 10~3 

K cm2 W" 1 (Zeuner et al., 1992). Finally, from the "optical 
transient grating" technique, in which two low-power simulta
neous laser pulses are used to excite acoustic waves in the high-
Tc film (Marshall et al., 1991), a time constant is also deter
mined, which is inserted into Eq. (2) to give Rb. The value of if,, 
measured in this way is about 9 X 10 "4 K cm2 W " ' . 

All reported values of Rb for high-Tc. films are relatively large. 
The acoustic mismatch theory, which assumes a perfectly smooth 
interface on the order of the phonon wavelength, predicts Rb 

~ 10"5 K cm2 W - ' at 100 K (Little, 1959), which is about two 
orders of magnitude below our lowest values of Rb. The large 
thermal boundary resistance may be due to imperfect unit cell 
orientation, or to a preponderance of dislocations or defects, near 
the film/substrate interface. 

Conclusions 
The thermal boundary resistance between an E r - B a - C u - O 

film and an MgO substrate was directly measured for substrate 
temperatures as low as 86 K. In general, the present values of Rb 

range from 1 ~ 5 X 10 ~3 K cm2 W" 1 , which are comparable 
with those reported earlier, both from direct and indirect mea
surements. 
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Introduction 
The study of reaction-diffusion problems has several applica

tions, including, among others, nonlinear heat conduction (Jo
seph and Sparrow, 1970), chemical reactor analysis, and com
bustion (Kamenetskii, 1969). 

A vast amount of literature exists on the analysis and solution 
of linear inverse diffusion problems. In the case of nonlinear 
inverse diffusion, the available works are mostly concerned with 
the estimation of temperature-dependent properties, such as ther
mal conductivity and heat capacity (Artyukhin and Nenaroko-
mov, 1987; Jarny et al., 1986). In such cases, a functional form, 
e.g., B-Splines, was used to approximate the dependence of the 
unknown quantity on temperature and the inverse analysis was 
reduced to a parameter estimation problem. 

In this work we apply a function estimation approach based 
on the conjugate gradient method of inverse analysis with adjoint 
equation to estimate the unknown reaction function in a reaction-
diffusion parabolic problem. It is assumed that no prior infor
mation is available on the functional form of the unknown quan
tity. 

Inverse Analysis for Estimating Reaction Function 
The inverse analysis of function estimation approach, utilizing 

the conjugate gradient method with adjoint equation, consists of 
the basic steps described below (Jarny et al., 1991). 

The Direct Problem. For the present study, the direct prob
lem is taken as the one-dimensional reaction-diffusion system 
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Such a problem is encountered in the mathematical modeling 
of several physical processes, involving different forms of the 
reaction function g(T). 

The direct problem defined above by Eqs. (1) is concerned 
with the determination of the temperature distribution T(x, t) in 
the medium, when the volumetric heat capacity C(T), the thermal 
conductivity k(T), the boundary and initial conditions, and the 
reaction function g(T) are known. 

The Inverse Problem. For the inverse problem, the reaction 
function g(T) is regarded as unknown but everything else in Eqs. 
(1) is known. In addition, temperature data are considered avail
able at some appropriate locations within the medium at various 
time steps. 

The inverse analysis utilizing the conjugate gradient method 
requires the solution of the direct, sensitivity, and adjoint prob
lems, together with the gradient equation. The development of 
sensitivity and adjoint problems are discussed next. 

The Sensitivity Problem. The solution of the direct problem 
(1) with reaction function g(T) unknown, can be recast as a prob
lem of optimum control, that is, choose the control function g(T) 
such that the following functional is minimized: 

J[g(T)] = f 
"1=0 

I {T[x„„ t; g(T)] - Ym(t)}2dt (2) 

where Y„,{t) and T[x,„, t; g(T)] are the measured and estimated 
temperatures, respectively, at a location x„, in the medium. If an 
estimate is available for g(T), the temperature T[xm, t; g(T)] can 
be computed from the solution of the direct problem given by 
Eqs. (1). 

In order to develop the sensitivity problem, we assume that 
the reaction function g{T) is perturbed by an amount eAg(T). 
Then, the temperature T(x, t) undergoes a variation eAT(x, t) 
and due to the nonlinear character of the problem, this pertur
bation on temperature causes variations on the temperature-de
pendent physical properties, as well as on the reaction function. 
The sensitivity problem is obtained by applying the following 
limiting process (Jarny et al., 1991): 

lim 
ifE(rc) - J?(D 

= 0 (3) 

where J£e(Ts) and J£(T) are the operator forms of the direct 
problem given by Eqs. (1), for the perturbed and unperturbed 
quantities, respectively. After some manipulations, the following 
sensitivity problem results for the determination of the sensitivity 
function AT(x, t) (Orlande and Ozisik, 1993): 

d(CAT) d2(kAT) dg 

dt dx2 

d(kAT) 

dx 

d(kAT) 

dx 

-fTAT-Ag = 0 

in 0 < x < L; for t > 0 (4a) 

0 at x = 0; for t > 0 

= 0 at x = L; for t > 0 

(4b) 

(4c) 

AT(;c, 0) = 0 for t = 0; in 0 < x < L (Ad) 

where C = C(T), k = k(T), AT = AT(x, t), g s g(T), and Ag 
- Ag(r). 

The Adjoint Problem and the Gradient Equation. To de
rive the adjoint problem and the gradient equation, we multiply 
Eq. (la) by the Lagrange multiplier \(x, t) and integrate over the 
time and space domains. The resulting expression is then added 
to the functional given by Eq. (2) to obtain 

J[g(T)] = 
. pL M 

T I J/=0 2j 
I <>>=0 „,= | 

DM™ 

(T - Y)2S(x - x,„)dtdx 

dT_d_ 

dt dx 

dt 
k(T)^r ox 

X \(x, t)dtdx (5) 

where <5(») is the Dirac delta function. 
By allowing the directional derivative of the functional given 

by Eq. (5) to go to zero, the following adjoint problem: 

- c t - * £ - 4 x + £ « r - n « , - * , - o 

in 0 < x < L; for t > 0 (6a) 

dx 

dx 
0 

at x = 0; for t > 0 

at x = L\ for t > 0 

X(x, tf) = 0 for t = tf\ in 0 < x < L 

and the following gradient equation: 

J'[T,g(T)] = -\(x,t) 

are obtained (Orlande and Ozisik, 1993). 

(6b) 

(6c) 

(fid) 

(7) 

The Conjugate Gradient Method of Minimization. The it
erative procedure for the determination of the reaction function 
is taken as (Jarny et al., 1991): 

go
+,(T) = g"(T) - P"d"(T) (8) 

and the direction of descent dp(T) is given by: 

d"(T) = J' [T, g"(T)] + 7 V " 1 (T) (9) 

where the superscript p denotes the number of iterations and the 
conjugation coefficient yp is determined from (Lasdon et al., 
1967): 

f j;L0{J'[T;g"(T)]}2dtdx 
>>x=0 

{J'[T;g»-l(T)]}2dtdx 

f o r p = l , 2 , . . . with 70 = 0 (10) 

The coefficient Pp, which determines the step size in going 
from iteration p to p + 1 in Eq. (8), is obtained by minimizing 
J[gp+l(T)] given by Eq. (2) with respect to ft". The following 
expression results: 

/?" = 
I 

'If M 

I [T(x„„t; g<>) - Y„,(t)-\AT(xm, t; d")dt 

J S (U) 
[AT(xm, t; dp)fdt 

where AT(x,„, t; dp) is the solution of the sensitivity problem at 
position x,„ and time t, which is obtained from Eqs. (4) by setting 
Ag(T) = d"(T). 

Once dp(T) is computed from Eq. (9) and Pp from Eq. (11), 
the iterative process defined by Eq. (8) can be applied to deter
mine gp+i(T), until a specified stopping criterion based on the 
discrepancy principle is satisfied (Orlande and Ozi§ik, 1993). 

The Computational Algorithm. The algorithm for the iter
ative scheme given by the conjugate gradient method is sum
marized below. 
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Suppose gp(T) is available at iteration p, then: 

Step 1. Solve the direct problem given by Eqs. (1) to obtain 
T(x, f); 

Step 2. Check the stopping criterion. Continue if not satisfied; 
Step 3. Solve the adjoint problem given by Eqs. (6) to obtain 

\(x, t)\ 
Step 4. Compute the gradient of the functional from Eq. (7); 
Step 5. Knowing J' [T, gp(T)], compute first the conjugation 

coefficient from Eq. (10) and then the direction of de
scent from Eq. (9); 

Step 6. Solve the sensitivity problem given by Eqs. (4) by 
setting Ag(T) = d''(T), to determine AT(x, t); 

Step 7. Compute the search step size ff from Eq. (11); 
Step 8. Knowing (¥ and <f(T), compute the new estimate 

g"+'(T) from Eq. (8) and go to step 1. 

Results and Discussion 
In order to examine the accuracy of the function estimation 

approach using the conjugate gradient method as applied to the 
analysis of the inverse problem previously described, we studied 
test cases by using simulated measured temperatures as the input 
data for the inverse analysis. The simulated temperature data 
were generated by solving the direct problem for a specified re
action function. The temperatures calculated in this manner were 
considered exact measurements, Te„ and the simulated measured 
temperature data, Y, containing measurement errors, were deter
mined as 

Y = Tex + aa (12) 

where aa is the error term and a is the standard deviation of the 
measurements. For normally distributed errors, with zero mean 
and a 99 percent confidence level, a lies within the range 

-2.576 < a < 2.576 (13) 

The values of a were randomly determined with the subroutine 
DRNNOR from the IMSL (1987). 

To generate the simulated measurements, the direct problem 
given by Eqs. (1) was expressed in dimensionless form by taking 
the coefficients k(T) and C(T) as 

k(T) = kQ(l + kiT); (14a) 

C(T) = C0(l + CxT) (14ft) 

and by introducing the following dimensionless variables: 

T — T 

T = ^ ; (15ft) 

T = Z ^ ; (15c) 

v = 7; (15rf) 

$ = f- (15e) 

where k0,kuCa, and G are constants, T0 is the initial temperature 
in the medium, which is assumed to be uniform, and <j)L is the 
heat flux applied at the boundary x = L, which is assumed to be 
constant. 

The direct, sensitivity, and adjoint problems were solved by 
using the combined method of finite differences with 51 mesh 
points, 100 time steps, and 8 = 2/3. These values were chosen 
by comparing the numerical solution of the direct problem with 

a known analytic solution. The agreement between the two so
lutions was better than 1 percent. 

The accuracy of the present method of inverse analysis was 
verified under strict conditions by using a single sensor in the 
region and by considering reaction functions with exponential 
behavior, sharp corners, and discontinuities. 

Numerical experiments were made in order to estimate the 
optimum sensor position, which corresponds to the smallest rms 
error. The rms error is defined here as 

firms = J ^ 1 [geAT,) ~ ges,(T,)f (16) 

where the subscripts ex and est denote ' 'exact'' and ' 'estimated'' 
quantities, respectively, and P = 100 denotes the number of tem
perature measurements used in the inverse analysis. Generally, 
the optimum sensor position was in the left half of the medium 
(i.e., 0 < rj < 0.5) and the results obtained with sensors located 
at T] > 0.5 were not in good agreement with the exact solution. 

For all test cases analyzed here, we considered k\ = C\ = 0, 
CT = 0 (errorless measurements) and a = 0.01#max, where 6nax is 
the maximum temperature measured by the sensor. The duration 
of the simulated experiments was taken as r = 1. The initial 
guess used was the exact value of the reaction function at the 
final temperature measured by the sensor, so that the instabilities 
inherent in the conjugated gradient method at the final tempera
ture could be avoided. 

Figure 1 shows the results for an exponential variation of the 
dimensionless reaction function. The agreement between esti
mated and exact reaction functions is excellent, for both situa
tions of errorless and inexact measurements, and such was the 
case for other smooth functional forms tested. The optimum sen
sor position for this case was at r\ = 0.2 and the rms error for a 
= 0.016»ra„ was 0.1047. 

Figure 2 shows similar results for a reaction function with a 
triangular variation. A comparison of the exact reaction function 
with the one estimated by using errorless measurements (a = 0) 
indicates that the present function estimation approach can re
solve sharp corners, although some smoothing is noticed at the 
corner at 6 = 1. The agreement between the exact solution and 
the results obtained by using measurements with random errors 
is good. The optimum sensor position for this case was at r\ = 
0.2 and the rms error for a = 0.01#max was 0.0885. 

Figure 3 presents the results obtained for a step variation of 
the reaction function. The curve obtained with errorless mea
surements (a = 0) is in good agreement with the exact solution, 
although some oscillations are observed near the discontinuities. 
The results obtained by using measurements with random errors 
are also in good agreement with the exact functional form of the 
reaction function. The optimum sensor position for this case was 
at 77 = 0.3 and the rms error for a = 0.01#max was 0.2097. 
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Convection in Heat-Generating Porous 
Media With Permeable Boundaries— 
Natural Ventilation of Grain 
Storage Bins 
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Introduction 
Several studies have centered around the cooling of stored ag

ricultural crops, including Burton et al. (1955) for potatoes, Hol-
man and Carter (1952) for soybeans, Schmidt (1955) for wheat, 
and Thompson et al. (1971) for corn. The similarities between 
the storage of grain and other agricultural products to heat-gen
erating porous media has been recognized by several investiga
tors. Beukema and Bruin (1982), Stewart and Dona (1988), and 
Dona and Stewart (1989) studied the effects of natural convec
tion flows in heat-generating porous media as they relate to ag
ricultural product storage. Stewart and Dona (1988) showed that 
multicellular flows occur within grain storage bins near the top 
of cylindrical bins as evidenced in experiments. 

It is reasonable to expect that heat-generating porous media 
(bed of grain) in an upright cylinder with permeable boundaries 
may experience lower maximum and average temperatures due 
to buoyant, convective flows across the permeable boundaries, 
in comparison to a nonvented, totally enclosed, grain storage bin. 
Since a heat-generating porous medium generates natural con
vection flows, the addition of permeable boundaries on a grain 
storage bin may reduce media temperatures to near the values 
occurring in a forced flow, aerated storage bin (Stewart and 
Burns, 1992). 

Numerical Model 
Several previous studies have shown the effects of Brinkman's 

extension and Forschheimer's formulation of Darcy's equations 
for flow in porous media. The effects of inertia and variable fluid 
thermophysical properties on maximum and average bed tem
peratures were shown by Stewart and Dona (1988) and Dona 
and Stewart (1989) for an upright cylinder. This study employs 
the modified Darcy's equation using Forchheimer's formulation 
(Irmay, 1958). 

For the physical situation of an upright, short circular cylinder 
the dimensionless governing energy equation for two-dimen-
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sional flow in the r and z directions using Forchheimer's for
mulation of the momentum equations for porous media (also see 
Stewart and Dona, 1988, for nomenclature), for 

80 Idipdd 

dt r dz dr 

]_dipdl 

r dr dz 
\d_ 
r dr 

d2e R 
dz2+ H ^ I + ^ + T ; ( 1 ) 

for constant properties, except for the temperature-dependent 
variables of cp and /u, where 0 and i// are the dimensionless tem
perature and stream function, respectively. The continuity equa
tion is satisfied by using the stream function. Taking cross deriv
atives of the momentum equations and substituting the stream 
function results in the single dimensionless momentum equation 
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= Ra 
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dr 
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where Ra is a modified Rayleigh number, which varies with tem
perature. Equations (1) and (2) were used to solve for streamline 
and isotherm distributions for several sets of boundary condi
tions, as described below for Models 1-5. The equations were 
solved using an upwinding explicit transient finite differencing 
scheme. 

The size of the uniform finite difference mesh was determined 
by increasing the grid refinement until there were no significant 
changes, less than 1 percent, in the results for ip and 9. The re
sultant mesh was 31 by 61 in the r and z directions, respectively. 
The time step was gradually decreased until the results did not 
change significantly, less than 1 percent. The dimensionless time 
step used was 0.001, which corresponds to a real time step of 
approximately 30 seconds. 

The amount of heat generated was compared to the amount of 
heat lost by conduction at the impermeable boundaries and the 
net convective flux at the permeable boundaries. The heat loss 
calculated was within 1 percent of the heat generated, at steady-
state conditions. The steady-state convergence criterion was set 
as a change of 10 ~8 or less for both 0 and ip in succeeding time 
steps. The use of Darcy's formulation instead of Forchheimer's 
formulation of the momentum equations resulted in heat balance 
differences greater than 2 percent. 

Physical Models 
The simulations were performed for a shelled corn and air 

porous media system, with a porosity of 0.43. A single wall 
boundary temperature and inlet air temperature of 15.5°C was 
considered. Uniform heat-generating rates of 10 W/m3 and 20.3 
W/m3, approximating 10 and 20 percent moisture corn, respec
tively, were modeled. A single grain bin size of outside radius 
of 2 m and height of 4 m was modeled. 

Model 1 is a cylinder totally enclosed, with isothermal cylinder 
wall and top surface at T„, and an adiabatic bottom surface. 
Model 2 is similar to Model 1 except for forced ventilation, with 
permeable upper (as ventilated or partially filled bin) and lower 
surfaces, as with bins with forced convection fan equipment, us
ing two different specified air velocities. Model 3 is for both 
upper and lower permeable boundaries, as in Model 2, but with
out forced flow. Model 4 is as Model 3 except upper boundary 
is impermeable as to simulate a full grain bin, permeable inner 
cylinder (allowing ambient air to enter the lower boundary and 
exit through the permeable inner cylinder), inner cylinder radius 
Ro of 0.05 R, 0.1 R, 0.15 R, and 0.2 R. Model 5 is as Model 4 
except with an upper permeable boundary. 
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Introduction 
Several studies have centered around the cooling of stored ag

ricultural crops, including Burton et al. (1955) for potatoes, Hol-
man and Carter (1952) for soybeans, Schmidt (1955) for wheat, 
and Thompson et al. (1971) for corn. The similarities between 
the storage of grain and other agricultural products to heat-gen
erating porous media has been recognized by several investiga
tors. Beukema and Bruin (1982), Stewart and Dona (1988), and 
Dona and Stewart (1989) studied the effects of natural convec
tion flows in heat-generating porous media as they relate to ag
ricultural product storage. Stewart and Dona (1988) showed that 
multicellular flows occur within grain storage bins near the top 
of cylindrical bins as evidenced in experiments. 

It is reasonable to expect that heat-generating porous media 
(bed of grain) in an upright cylinder with permeable boundaries 
may experience lower maximum and average temperatures due 
to buoyant, convective flows across the permeable boundaries, 
in comparison to a nonvented, totally enclosed, grain storage bin. 
Since a heat-generating porous medium generates natural con
vection flows, the addition of permeable boundaries on a grain 
storage bin may reduce media temperatures to near the values 
occurring in a forced flow, aerated storage bin (Stewart and 
Burns, 1992). 

Numerical Model 
Several previous studies have shown the effects of Brinkman's 

extension and Forschheimer's formulation of Darcy's equations 
for flow in porous media. The effects of inertia and variable fluid 
thermophysical properties on maximum and average bed tem
peratures were shown by Stewart and Dona (1988) and Dona 
and Stewart (1989) for an upright cylinder. This study employs 
the modified Darcy's equation using Forchheimer's formulation 
(Irmay, 1958). 

For the physical situation of an upright, short circular cylinder 
the dimensionless governing energy equation for two-dimen-
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sional flow in the r and z directions using Forchheimer's for
mulation of the momentum equations for porous media (also see 
Stewart and Dona, 1988, for nomenclature), for 

80 Idipdd 

dt r dz dr 
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r dr dz 
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r dr 

d2e R 
dz2+ H ^ I + ^ + T ; ( 1 ) 

for constant properties, except for the temperature-dependent 
variables of cp and /u, where 0 and i// are the dimensionless tem
perature and stream function, respectively. The continuity equa
tion is satisfied by using the stream function. Taking cross deriv
atives of the momentum equations and substituting the stream 
function results in the single dimensionless momentum equation 
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where Ra is a modified Rayleigh number, which varies with tem
perature. Equations (1) and (2) were used to solve for streamline 
and isotherm distributions for several sets of boundary condi
tions, as described below for Models 1-5. The equations were 
solved using an upwinding explicit transient finite differencing 
scheme. 

The size of the uniform finite difference mesh was determined 
by increasing the grid refinement until there were no significant 
changes, less than 1 percent, in the results for ip and 9. The re
sultant mesh was 31 by 61 in the r and z directions, respectively. 
The time step was gradually decreased until the results did not 
change significantly, less than 1 percent. The dimensionless time 
step used was 0.001, which corresponds to a real time step of 
approximately 30 seconds. 

The amount of heat generated was compared to the amount of 
heat lost by conduction at the impermeable boundaries and the 
net convective flux at the permeable boundaries. The heat loss 
calculated was within 1 percent of the heat generated, at steady-
state conditions. The steady-state convergence criterion was set 
as a change of 10 ~8 or less for both 0 and ip in succeeding time 
steps. The use of Darcy's formulation instead of Forchheimer's 
formulation of the momentum equations resulted in heat balance 
differences greater than 2 percent. 

Physical Models 
The simulations were performed for a shelled corn and air 

porous media system, with a porosity of 0.43. A single wall 
boundary temperature and inlet air temperature of 15.5°C was 
considered. Uniform heat-generating rates of 10 W/m3 and 20.3 
W/m3, approximating 10 and 20 percent moisture corn, respec
tively, were modeled. A single grain bin size of outside radius 
of 2 m and height of 4 m was modeled. 

Model 1 is a cylinder totally enclosed, with isothermal cylinder 
wall and top surface at T„, and an adiabatic bottom surface. 
Model 2 is similar to Model 1 except for forced ventilation, with 
permeable upper (as ventilated or partially filled bin) and lower 
surfaces, as with bins with forced convection fan equipment, us
ing two different specified air velocities. Model 3 is for both 
upper and lower permeable boundaries, as in Model 2, but with
out forced flow. Model 4 is as Model 3 except upper boundary 
is impermeable as to simulate a full grain bin, permeable inner 
cylinder (allowing ambient air to enter the lower boundary and 
exit through the permeable inner cylinder), inner cylinder radius 
Ro of 0.05 R, 0.1 R, 0.15 R, and 0.2 R. Model 5 is as Model 4 
except with an upper permeable boundary. 
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Results and Discussion 
The transient solution was used to determine the total dimen

sional time to reach steady state. The stream function solution 
tended to converge much more slowly than the temperature. The 
temperature results for Model 1 are similar to the previous results 
of Stewart and Dona (1988), revealing a relatively high maxi
mum bed temperature, since the cylinder containing the heat-
generating porous media is entirely enclosed with impermeable 
boundaries. The maximum and average temperature results of 
323 K and 363 K at 20.3 W/m3 and 307.5 K and 330 K at 
10 W/m3, respectively, for.Model 1 form the basis of com
parison to all the other models, which have at least one permeable 
boundary. 

The simulations performed for Model 2 represent the situation 
of a typical grain storage bin with a permeable lower deck and 
top surface, with fan equipment used for forced ventilation. The 
isotherm and stream function results for Model 2 for a heat gen
eration rate of 10 W/m3 for uniform inflow velocity of 0.1 m/s 
on the lower boundary show a straight, vertical stream function 
as expected. The inflow of air at 15.5°C represents a uniform 
ventilating flow, which produces a horizontally stratified tem
perature distribution except near the wall where the wall tem
perature is at a cooler isothermal temperature (15.5°C). The max
imum and average temperatures are only one to two degrees 
higher than the inflow air temperature for the higher air velocity 
(0.1 m/s) and the lower heat generation rate (10 W/m3) mod
eled. At the highest heat generation rate and lowest inflow air 
velocity, the maximum temperature for Model 2 exceeds the am
bient temperature by more than 5°C, although the average grain 
bed temperature is less than 2°C greater than the inflow air tem
perature. 

Model 3 simulates a naturally ventilated version of Models 1 
and 2. For the lowest heat generation rate, the air flow patterns 
(stream function results), shown in Fig. 1, are a result of the 
buoyancy-driven convection due to the internal heat generation. 
The streamline results in Fig. 1 show that the cooler, ambient air 
enters from both the upper and lower permeable surfaces. Near 
the outer cylinder wall (r ~ 1), the ambient air enters from the 
top permeable surface, moves downward along the cylinder wall, 

0.0 t.O 
r 

Fig. 1 Steady-state streamline results for Model 3 with q'" of 10 W/m3 

Fig. 2 Steady-state streamline results for Model 4 with q'" of 10 W/m3 

and Ro/R of 0.2 

and continues this path by exiting through the lower permeable 
surface (i/» = 0.8 and 0.9). For i// of 0.7 or less, the cooler air 
enters then from the top of the cylinder near r of 0.8. As the air 
flows through the grain bed, it is heated and reverses in direction, 
exiting through the permeable upper surface between r of about 
0.3 and 0.75. For i/f of 0.8 and greater, the cooling air enters 
through the bottom permeable surface and exits through the up
per permeable surface. 

The maximum and average temperatures for Model 3 increase 
significantly over the forced ventilation case and are only slightly 
less than the completely enclosed bin of Model 1. At steady-state 
conditions the maximum temperature is 40°C greater than the 
ambient temperature, Tm, for the lower heat generation rate of 
10 W/m3. 

Model 4 simulates a bin that is completely full with a perme
able annulus of radius R0. The dimensionless stream function 
results are shown in Fig. 2 for q'" of 10 W/m3 and R0IR of 0.2, 
which yields the lowest maximum and average temperatures, 306 
K and 297 K, respectively. The reduction in storage bin volume 
is only 4 percent with the annulus, but the reduction in maximum 
temperature compared to Model 3 is almost 23°C, from 329 K to 
306 K. 

Decreasing the inner radius to r0 ot0.\(R0IR = Q.\) for Model 
5, with an annulus and permeable upper boundary, increases the 
maximum temperature about 3.7°C and the average temperature 
about 1.2°C above the temperature results for r0 of 0.2 in Model 
4. The inner radius ratio of 0.1 only decreases the total storage 
volume by 1 percent. The stream function results are shown in 
Fig. 3 for the conditions q'" of 10 W/m3 and R0/R of 0.2. The 
maximum temperature for Model 5 is less than 17°C above am
bient, about 1°C less than for Model 4. The average temperature 
is less than 8°C above the ambient temperature, just slightly less 
than for Model 4, showing the greater effect of the permeable 
annulus than the permeable upper boundary. Even though the 
recirculation zone of Model 4 is eliminated in Model 5, the max
imum bed temperature is not reduced significantly. The maxi
mum temperature within the grain bed for Model 5 of 17°C above 
ambient, compared to 1°C or less for Model 2 for forced venti
lation, may be acceptable in practice. 
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Fig, 3 Steady-state streamline results for Model 5 with q" of 10 W/m3 

and RJR of 0.2 

Conclusions 
Two new storage bin designs using a permeable annulus along 

the centerline of the bin were modeled. Maximum and average 
bed temperatures can approach within 8°C of the ambient air 
temperature for a heat generation rate of 10 W/m3 and ambient 
air temperatures of 15.5°C. The new design could eliminate the 
need for forced ventilation equipment and the associated equip
ment and energy use costs. Multiple permeable annuli may pro
vide for additional bed temperature reduction. 
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Laminar Film Condensation on a 
Horizontal Elliptical Tube With 
Variable Wall Temperature 
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Nomenclature 
A 

a, b 
CP 

g 
h h 

Nu. 

h/g 

Ja 

.A 
Nu 
Pr 
Ra 

x 

y 
, 8 

Pv 

amplitude of the wall temperature variation 
semimajor, semiminor axis of ellipse 
specific heat of condensate at constant pressure 
acceleration due to gravity 
local, mean condensing heat transfer coefficient 
latent heat of condensation 
modified latent heat of condensation described 
by Rohsenow (1956) 
Jakob number = Cp AT/h}g 

thermal conductivity of condensate 
local, mean Nusselt number 
Prandtl number 
Rayleigh number = p(p - p„)gPr D\/u} 
coordinate measuring length along circumfer
ence from top of tube 
coordinate normal to the elliptical surface 
nondimensional, local thickness of condensate 
film 
angle measured from top of tube 
absolute viscosity of condensate 
density of condensate, vapor 
the angle between the tangent to tube surface 
and the normal to direction of gravity 

1 Introduction 
The problem of laminar-film condensation of pure vapors 

on surfaces of various forms, such as flat plates, spheres, 
circular and noncircular cylinders, and axisymmetric bodies, 
has been extensively studied since Nusselt (1916). Among these 
studies, Karimi (1977) used the Nusselt-Rohsenow (1956) model 
to analyze laminar film condensation on isothermal helical 
cylinders and related configurations, like circular cylinders, 
spheres, and elliptical cylinders, and obtained numerical so
lutions by using finite difference methods. Later, Wang et al. 
(1988) showed theoretically and experimentally that an ellip
tical tube did possess some advantages over a cylindrical one. 
However, they studied laminar film condensation on a hori
zontal elliptical tube with uniform wall temperature, and they 
miscalculated the mean condensation coefficient h for an el
lipse using h = (l/V) jo hdd instead of taking an averaged 
value over the entire perimeter. For an elliptical tube, the radius 
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Fig, 3 Steady-state streamline results for Model 5 with q" of 10 W/m3 

and RJR of 0.2 

Conclusions 
Two new storage bin designs using a permeable annulus along 

the centerline of the bin were modeled. Maximum and average 
bed temperatures can approach within 8°C of the ambient air 
temperature for a heat generation rate of 10 W/m3 and ambient 
air temperatures of 15.5°C. The new design could eliminate the 
need for forced ventilation equipment and the associated equip
ment and energy use costs. Multiple permeable annuli may pro
vide for additional bed temperature reduction. 
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Laminar Film Condensation on a 
Horizontal Elliptical Tube With 
Variable Wall Temperature 

Sheng-An Yang1 and Cha'o-Kuang Chen2 

Nomenclature 
A 

a, b 
CP 

g 
h h 

Nu. 

h/g 

Ja 

.A 
Nu 
Pr 
Ra 

x 

y 
, 8 

Pv 

amplitude of the wall temperature variation 
semimajor, semiminor axis of ellipse 
specific heat of condensate at constant pressure 
acceleration due to gravity 
local, mean condensing heat transfer coefficient 
latent heat of condensation 
modified latent heat of condensation described 
by Rohsenow (1956) 
Jakob number = Cp AT/h}g 

thermal conductivity of condensate 
local, mean Nusselt number 
Prandtl number 
Rayleigh number = p(p - p„)gPr D\/u} 
coordinate measuring length along circumfer
ence from top of tube 
coordinate normal to the elliptical surface 
nondimensional, local thickness of condensate 
film 
angle measured from top of tube 
absolute viscosity of condensate 
density of condensate, vapor 
the angle between the tangent to tube surface 
and the normal to direction of gravity 

1 Introduction 
The problem of laminar-film condensation of pure vapors 

on surfaces of various forms, such as flat plates, spheres, 
circular and noncircular cylinders, and axisymmetric bodies, 
has been extensively studied since Nusselt (1916). Among these 
studies, Karimi (1977) used the Nusselt-Rohsenow (1956) model 
to analyze laminar film condensation on isothermal helical 
cylinders and related configurations, like circular cylinders, 
spheres, and elliptical cylinders, and obtained numerical so
lutions by using finite difference methods. Later, Wang et al. 
(1988) showed theoretically and experimentally that an ellip
tical tube did possess some advantages over a cylindrical one. 
However, they studied laminar film condensation on a hori
zontal elliptical tube with uniform wall temperature, and they 
miscalculated the mean condensation coefficient h for an el
lipse using h = (l/V) jo hdd instead of taking an averaged 
value over the entire perimeter. For an elliptical tube, the radius 
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of surface curvature is not a constant and cannot be omitted 
in evaluating h. 

The wall temperature Tw may often vary significantly over 
the circumferential length of the tube (Fujii et al., 1972), even 
if the coolant temperature inside the tube is constant. For film 
condensation on a circular tube with a variable wall temper
ature (a cosine distribution), Memory and Rose (1991) found 
that the local condensate film thickness and heat flux depend 
markedly on the amplitude of the surface temperature varia
tion; however, the mean heat transfer coefficient is virtually 
unaffected by surface temperature variation. A circular tube 
is an elliptical tube of zero ellipticity, and a flat plate is an 
elliptical tube with ellipticity to one. Hence, the general case 
for an elliptical tube of any ellipticity under nonuniform wall 
temperature conditions is of major interest. 

2 Analysis 

Consider a horizontal elliptical tube, with major axis 2a in 
the direction of gravity and minor axis 2b, situated in a quies
cent, pure vapor, which is at its saturation temperature TsM. 
The wall temperature T„ is nonuniform and below the satu
ration temperature. Thus, condensation occurs on the wall and 
a continuous film of the liquid runs downward over the tube 
under the influence of gravity. 

The physical model under consideration is shown in Fig. 1, 
where the curvilinear coordinates (x, y) are aligned along the 
elliptical wall surface and its normal. For a laminar, steady-
state condensate film with constant fluid properties, Nusselt's 
local mass flow rate is expressible in terms of the film thickness 
S(x) without reference to the history of the film up to this 
location, as 

• PJP~Pv)g^ • , ... 
m = sm<£ (1) 

Since the temperature distribution in the condensate layer 
may be assumed linear in the Nusselt-Rohsenow condensation 
theory, one has 

h*Tx
=k- " = kAT/5 (2) 

where h}g = hfg + 3CpAT/8. In order to derive the local film 
thickness 5 at the circumferential arc length x (or angle 6) in 
terms of <j), one can substitute Eq. (1) into Eq. (2) and obtain 

Fig. 1 Schematic and coordinate system for the condensate film flow 
on the elliptical surface 

p(fi -Pu)gh}g d(5 sin 4>) _ k 
3jt dx 8 

(3) 

By using the properties of an ellipse, one may obtain the 
radial distance from the centroid of ellipse 

/• = tf[(l-e2)/(l-e2cos20)]a5 (4) 

where e = y a2 - b2/a is the ellipticity. The differential arc 
length is 

dx=vDeds/2 (5) 

where s = $ (1 - e2 sin2 <j>yi/2 d$/\l (1 - e2 sin2 <j>)~ind4> 
is the dimensionless streamwise length, and an equivalent di
ameter D. is 

De = 2- [ ( l - e 2 ) A / ( l - e 2 s i n 2 < / > ) 3 d(j>. (6) 

Once the wall temperature distribution is specified or fitted by 
experimental data, one may calculate the mean wall temper
ature as 

7^ = - — Tw{<j>) ( l - e 2 ) / V ( l - e 2 s i n 2 < / > ) 3 

IT UP Jn 

d$ (7) 

and express the temperature difference across the film as 

TM-TW= {Ts&l-T\v)Fl{4>)='KfF!W (8) 

F, (4>), the nonisothermality function, is the dimensionless tem
perature profile in the circumferential direction. 

Substituting Eqs. (5)-(8) into Eq. (3), and introducing a 
transformation of variable from x to <j>, one obtains the local 
dimensionless film thickness at 4> as follows: 

-1/4 

5 = < 5 
Dekix&T 

h'fgp(p-pv)g 

=F{<$>)\- \ 

where 

F(4>) = (sm4,ym 

(1 - e 2 / V ( l - e 2 s i n 2 0 ) 3 
(9) 

x 2(1 -e 2 ) F> (</>)(sin </>)1/3(l -e2 sin2 4>yV2d<j> 

The local heat flux q is given by 

(10) 

then, with Eqs. (9) and (10), the dimensionless heat flux 

q =q 
AT-3De 

is given by 

P(p-Pv)ghfgk
i 

q*=F,($)/5* 

(11) 

(12) 

From Eqs. (10) and (12), the local heat transfer coefficient can 
be shown to be: 

Nu = ^ = [ R a / J a ] 1 / 4 / 5 * 
k 

(13) 

, Next, we are interested in an expression for the mean heat 
transfer coefficient. Substituting Eq. (1) into Eq. (2) by can
celing 5, and integrating gives 

1 
m = -

64 A : V A r 
ix(h}g)

3 P(p-Pv)g 

X (1 -e2) I (i 
F,(4>){sm </>)' 

-e 2s in 20) 3 / 2 rf* (14) 
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Fig. 2 (a) e = 0.5 and (6) e = 0.9; variation of dimensionless local film 
thickness and heat transfer coefficient with streamwise length 

Noting that the relation above gives only half of the condensate 
mass flow from the tube, one finds that an energy balance 
within the condensate film over an entire elliptical perimeter 
per unit tube length yields 

2mhfg = h(irDe)AT (15) 

Inserting Eq. (14) into Eq. (15), one may obtain the mean 
Nusselt number as follows: 

1/4 
i l / 4 r *-¥-(£) """I"*') (16) 

where 

Sf(e) = 

'['II 
Jn (1-

(<ft) ( s in <ft) 
2 „:„2 j \3 /2 "<P ( l -e 's in ' t f t f •It (l-e2sin2<ft)-3/2e?<ft 

For the limiting case, e = 1, it is noted that an elliptical 
tube becomes a vertical plate with both sides experiencing 
condensation. At the same time, its equivalent diameter De is 
equal to 2 (l/ir), where / is the length of the vertical plate. 

across the film in terms of the x coordinate instead of the 
angular coordinate <ft. If the nonisothermality function F, (x) 
reflects a power-law variation of wall temperature, there exist 
similarity solutions. When F,(x) = 1, the present solution 
reduces to Nusselt's solution for a vertical flat plate with the 
isothermal surface. 

3 Results and Discussion 

It is noted that these analytical expressions of mean Nusselt 
numbers for horizontal elliptical tubes/circular tube are avail
able once the wall temperature profiles are given. Represent
ative numerical results for the common axisymmetric case that 
involves the cosine distribution of nonisothermal wall tem
perature variation 

F,(4>) = \-A cos ((ft) (17) 

will be illustrated and discussed later. It is noted that 0 < A 
< 1, where the amplitude A depends largely on the ratio of 

1.2 
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S 

(b) 
Therefore^ for the flat plate one should use / instead of De for Fig. 3 (a) e = 0 5 a n d {b) e = 0 9 ; v a r i a t i o n of d imenSi0niess local heat 
Ra and Nu in Eq. (16) and express the temperature difference flux with dimensionless film streamwise length 
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the outside-to-inside heat transfer coefficients. When A = 0, 
the wall temperature is uniform. In fact, the nonisothermality 
function coincides with the experiment of Lee et al. (1984) for 
circular tube. 

Equations (9) and (13) have been evaluated numerically for 
different values of ellipticity and the nonisothermality function 
at particular angular position </>, or its corresponding dimen
sionless circumferential position 5. These results are shown in 
Fig. 2(a) and 2(b). It is seen that 8* decreases as A increases; 
the local heat transfer coefficient, Nu, increases as A increases. 
Note that as e approaches one, 8 * at the top (s = 0) approaches 
zero, which is the same as for a vertical plate. The local heat 
transfer coefficients increase significantly with increasing el
lipticity near both the top and bottom of tube. When e = 0 
(circular tube), the dependence of dimensionless film thickness 
on dimensionless circumferential position (or angle) coincides 
with the solution of Memory and Rose (1991). 

In Figs. 3(a) and 3(b), the results from Eq. (12) show that, 
for the isothermal wall (A = 0), the heat flux decreases con
tinuously around the elliptic tube. As A increases, the heat 
flux first rises where the effect of the increasing AT outweighs 
that of the increasing film thickness. Subsequently, the heat 
flux reaches a maximum at a location on the lower half of the 
elliptic tube before decreasing to zero as the film thickness 
becomes infinite. As ellipticity e increases for a particular am
plitude A, the maximum heat flux shifts to the lower location 
near the bottom of tube, and decreases in magnitude. 

The mean heat transfer coefficient increases less than 0.1 
percent as A goes from 0 to 1, and generally speaking, the 
mean heat transfer coefficient is virtually unaffected by the 
wall temperature cosine distribution for any elliptic tube of a 
particular e. For a cylinder (e = 0) despite the wide variation 
of 8 and q with the circumferential (or angular) position, the 
mean heat transfer coefficient for the condensate film, based 
on a mean value of AT, is extremely accurate. 

In Fig. 4, the mean heat transfer coefficient for an ellipse 
with its major axis oriented in the direction of gravity is com
pared with that for an ellipse with its minor axis oriented in 
the direction of gravity. In the former case, Nu increases with 
increasing e very slowly at small e, and at a much greater pace 
at large e. For isothermal cases, A = 0, the reduced results 
agree well with Karimi's (1977) solution using the finite dif
ference method. 
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4 Concluding Remarks 
1 Prior finite difference solutions for condensation on el

liptical tubes can be replaced with a simple Nusselt-Rohsenow 
calculation in almost all cases of practical importance. 

2 The mean heat transfer coefficient is also nearly unaf
fected by the wall temperature variation with a cosine distri
bution, although the local heat transfer coefficient and film 
flow characteristics are appreciably influenced. 

3 The present solutions are very accurate for large Prandtl 
numbers, but for small Prandtl numbers, are restricted to small 
values of Jakob number, as similar to the Nusselt-Rohsenow 
type. 
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Prediction of the Onset of Significant 
Void in Flow Boiling of Water 

J. T. Rogers1,2 and Jing-Hui Li1 

Nomenclature 
Cd = bubble drag coefficient 
Cp = specific heat 
Cs = empirical correction factor in equation for surface 

tension force (Rogers et al., 1987) 
C\, C2 = functions of equilibrium contact angle (Rogers et al., 

1987) 
C3 = function of equilibrium and advancing and retreating 

contact angles (Rogers et al., 1987) 
de = equivalent diameter 
FR = empirical factor to allow for bubbly (rough) surface 

and other effects 
g = acceleration of gravity 

h0 = heat transfer coefficient 
p = pressure 

q" = heat flux at wall 
Re = Reynolds number = pfudj\xs 

Rej = bubble Reynolds number at departure = pfur(2rb)l 

ellipticity, e 
Fig. 4 Dependence of dimensionless mean heat transfer coefficient 
on ellipticity or semi-axis ratio 
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the outside-to-inside heat transfer coefficients. When A = 0, 
the wall temperature is uniform. In fact, the nonisothermality 
function coincides with the experiment of Lee et al. (1984) for 
circular tube. 

Equations (9) and (13) have been evaluated numerically for 
different values of ellipticity and the nonisothermality function 
at particular angular position </>, or its corresponding dimen
sionless circumferential position 5. These results are shown in 
Fig. 2(a) and 2(b). It is seen that 8* decreases as A increases; 
the local heat transfer coefficient, Nu, increases as A increases. 
Note that as e approaches one, 8 * at the top (s = 0) approaches 
zero, which is the same as for a vertical plate. The local heat 
transfer coefficients increase significantly with increasing el
lipticity near both the top and bottom of tube. When e = 0 
(circular tube), the dependence of dimensionless film thickness 
on dimensionless circumferential position (or angle) coincides 
with the solution of Memory and Rose (1991). 

In Figs. 3(a) and 3(b), the results from Eq. (12) show that, 
for the isothermal wall (A = 0), the heat flux decreases con
tinuously around the elliptic tube. As A increases, the heat 
flux first rises where the effect of the increasing AT outweighs 
that of the increasing film thickness. Subsequently, the heat 
flux reaches a maximum at a location on the lower half of the 
elliptic tube before decreasing to zero as the film thickness 
becomes infinite. As ellipticity e increases for a particular am
plitude A, the maximum heat flux shifts to the lower location 
near the bottom of tube, and decreases in magnitude. 

The mean heat transfer coefficient increases less than 0.1 
percent as A goes from 0 to 1, and generally speaking, the 
mean heat transfer coefficient is virtually unaffected by the 
wall temperature cosine distribution for any elliptic tube of a 
particular e. For a cylinder (e = 0) despite the wide variation 
of 8 and q with the circumferential (or angular) position, the 
mean heat transfer coefficient for the condensate film, based 
on a mean value of AT, is extremely accurate. 

In Fig. 4, the mean heat transfer coefficient for an ellipse 
with its major axis oriented in the direction of gravity is com
pared with that for an ellipse with its minor axis oriented in 
the direction of gravity. In the former case, Nu increases with 
increasing e very slowly at small e, and at a much greater pace 
at large e. For isothermal cases, A = 0, the reduced results 
agree well with Karimi's (1977) solution using the finite dif
ference method. 
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liptical tubes can be replaced with a simple Nusselt-Rohsenow 
calculation in almost all cases of practical importance. 

2 The mean heat transfer coefficient is also nearly unaf
fected by the wall temperature variation with a cosine distri
bution, although the local heat transfer coefficient and film 
flow characteristics are appreciably influenced. 

3 The present solutions are very accurate for large Prandtl 
numbers, but for small Prandtl numbers, are restricted to small 
values of Jakob number, as similar to the Nusselt-Rohsenow 
type. 
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rb = bubble radius at departure 
Ts = saturation temperature 

Tt = nondimensional temperature difference between the 
wall and the liquid at bubble tip = (Cpfp/u*/q")(T„ 
- T.) 

ATd = liquid subcooling at OSV (bubble departure point) 
u = channel average liquid velocity 
ur = liquid velocity at yr, from the universal velocity 

profile 
«* = shear stress velocity = \T„lpf 

y,, = distance from wall, to the tip of bubble at departure 
yr = one-half the distance from the wall to the tip of the 

bubble at departure 
yt = nondimensional distance from the wall to the tip of 

bubble at departure = pfu*yh/fif 

9n = static or equilibrium contact angle 
p, = dynamic viscosity 
p = density 
a = surface tension 

r„ = shear stress at the wall 

Subscripts 
/ = liquid 
w = heated wall surface 

Introduction 
The prediction of the point of onset of significant void (OS V), 

also known as the initial point of net vapor generation (IPNVG), 
is very important in flow boiling systems. Knowledge of the void 
profile, which requires prediction of the OSV point, is vital for 
the prediction of two-phase friction and momentum pressure 
losses, flow stability limits, and reactivity effects in nuclear re
actors. 

A paper by Rogers et al. (1987) presents OSV results for low-
pressure (~150 kPa), low-velocity ( < 1 m/s) conditions and 
describes an analytical model that predicts the observed behavior. 
The validity of the OSV model of Rogers et al. for use at low 
pressures and velocities has been confirmed by Chatoorgoon et 
al. (1990) in experiments at pressures in the range of 152 to 211 
kPa and inlet velocities in the range of 0.32 to 0.47 m/s. 

Since the mechanistic model of Rogers et al. predicts OSV 
behavior in annuli of small equivalent diameter at low pressure 
and inlet velocities quite well, it seemed desirable to determine 
whether this model could be extended to apply over wide ranges 
of pressure, inlet velocities, and geometries. Accordingly, a study 
was undertaken to examine this question using data on OSV from 
the literature. The results of this study are presented in this paper. 
A description of the work undertaken is given in the M.Eng. 
thesis of J. Li (1992) and some results have been presented by 
Rogers and Li (1992). 

Outline of Analytical Model for OSV 
The analytical model is described in detail by Rogers et al. 

(1987) and an outline of the model is given by Rogers and Li 
(1992), so that only a brief description is provided here. The 
model is a bubble-detachment type, as are those of Bowring 
(1962), Levy (1967), and Staub (1968), rather than an energy-
balance type, such as those of Griffith et al. (1958), Rouhani 
(1968), and Rouhani and Axelson (1970). It utilizes the results 
of Al-Hayes and Winterton (1981) and Winterton (1984) for 
bubble departure from a wall. As in the models of Levy and 
Staub, it is assumed that bubble departure occurs when the forces 
tending to detach the bubble overcome those tending to hold it 
on the surface. The forces considered in the model for vertical 
upward flow are the buoyant force and the bubble drag force, 
tending to detach the bubble, and the surface tension force, tend
ing to hold the bubble on the wall. Other forces are ignored (Rog
ers and Li, 1992). The model treats the bubble basically as a 
distorted truncated sphere with the contact angle varying from 

the equilibrium contact angle, 80, symmetrically around the pe
riphery of the line of contact. 

The model predicts that the bubble radius at departure is given 
by: 

3 C2 « ? [ / 87r2C,C3C, gff l " 2 "I 
r,, = — — Cll— \l+— ~—T ~^i J \ - 1 (1) 

4n C, g [ I 3 C2 Cf, pfUr) 
As in the Levy and Staub models, it is postulated that a bubble 

can only grow and detach if it is entirely within the superheated 
layer, i.e., when the temperature at the bubble tip is no lower than 
the saturation temperature. From this condition, the definition of 
Tt and the definition of the heat transfer coefficient, it can be 
shown that the subcooling at the bubble departure point is given 
by: 

where h0 is given by the heat transfer coefficient for fully devel
oped single-phase turbulent flow over a smooth surface and the 
value of the friction factor needed to determine u * is similarly 
given by the friction factor for fully developed single-phase tur
bulent flow over a smooth surface. The value of Tt, the nondi
mensional temperature difference between the wall and the liquid 
at the bubble tip, yt, is determined from the Martinelli equations 
for the universal temperature profile on a smooth surface. As 
explained by Rogers et al. (1987) and Rogers and Li (1992), FR 

is an empirical correction factor to allow for the bubble-covered 
"rough" surface before the OSV point and for other effects. 

Experimental results obtained by McLeod (1986) were used 
to determine the value of the empirical factor FR for low-pressure 
(<150 kPa) and low-velocity ( < 1 m/s) conditions, assuming a 
range of equilibrium contact angles from 30 to 80 deg, a range 
that might be expected for water on smooth metallic surfaces. 
The values obtained for FR were 1.11 ± 0.036 and 1.06 ± 0.022 
for 0o = 30 and 80 deg, respectively. The uncertainty represents 
one standard deviation. 

Extension of Model to Other Conditions 
Experimental data from the literature were analyzed so as to 

extend the applicable range of the model of Rogers et al. to other 
conditions, in particular to higher pressures and inlet velocities, 
but also to different geometries. The sources of the experimental 
data used are listed in Table 1. All the investigators listed in Table 
1 used water as the working fluid except for Dix (1971), who 
used Freon-114. Because of the small amount of nonwater data, 
the work described here concentrated on the water data. Com
ments on the applicability of the model to the Freon data are 
given later in this paper. 

The method used to assess the applicability of the model to 
the experimental results was to establish the subcooling at OSV 
from the experimental data, substitute it into Eq. (2), and solve 
for FR for the given conditions. Properties were evaluated at the 
saturation temperature. This procedure was followed assuming 
equilibrium contact angles from 30 to 80 deg, judged to span the 
probable range of contact angles for water on metallic surfaces 
(Rogers et al., 1987). 

Values of FR from all the investigations with water listed in 
Table 1, i.e., all except that of Dix, were then plotted against 
various dimensional and nondimensional parameters in an at
tempt to establish a reliable correlation, as described in Rogers 
and Li (1992). Satisfactory correlations were obtained using the 
bubble Reynolds number, Re6, for the range of 90 = 30 deg to 
60 = 80 deg, for flow Reynolds numbers > 10,000. Data at lower 
flow Reynolds numbers did not correlate well, which is not sur
prising since the model assumes turbulent flow conditions and 
ignores forces that may become significant at lower Reynolds 
numbers. 

Values of FR for all the water data for Re > 10,000 are given 
by: 
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Table 1 Experimental OSV data1 

Investigator 

G.G. Bartolemei 
(1967) 

G.G. Bartolemei 
(1982) 

E.L. Bibeau 
(1990) 

H. Christensen 
(1961) 

J. Costa 
(1967) 

G.E. Dix 
(1971) 

Z. Edelman 
(198I) 

R.A. Egen 
(1957) 

R. Evangelist! 
(1969) 

P. Griffith 
(1958) 

D.A. Labuntsov 
(1984) 

R. Martin 
(1972) 

G.W. Maurer 
(I960) 

R.McLeod 
(1986) 

S.Z. Rouhani 
(1965) 

F.W Staub 
(1969) 

Geometry 
and Size 

mm 

Tube 
D=I5.4, 24.0 

Tube 
D = 12.0 

Annulus 
OD = 21.8 
ID = 12.7 

Rectangular 
44.4 x ll.I 

Rectangular 
38x2, 38x3.6 
Tube, D=6.0 

Annulus 
OD = 18.64 
ID = 9.50 

Tube 
D= 11.3 

Rectangular 
25.4 x 2.62 

Annulus 
OD = 13.0, 

ID = 7.0 

Rectangular 
12.7 x 12.7 

Tube 
D= 12.1 

Rectangular 
50x2, 50x2.8 

Rectangular 
25.4 x 2.21 

Annulus 
OD=22,25,30 

ID= 13.1 

Annulus 
OD = 25.0 
ID = 12.0 

Rectangular 
76.2 x 7.62 

Pressure 

bar 

15.0-45.0 

30.0-148 

1.55 

27.6-68.9 

1.74-4.99 

3.14-8.48 

1.013 

138 

1.128 

82.7-138 

20.0-70.0 

78.48 

85.5-143 

1.55 

9.8-50.0 

1.12-3.08 

Velocity 

m/s 

1.00-1.14 

0.54-3.50 

0.22-0.46 

0.77-1.15 

3.17-8.19 

0.07-0.16 

0.10-0.19 

0.63-1.31 

0.64-1.48 

0.63-1.38 

1.00-4.00 

1.03-3.03 

0.79-7.66 

0.07-0.48 

0.15-1.54 

0.34-2.93 
111 

0.38-0.80 

0.34-2.21 

0.30-0.98 

0.21-0.50 

1.0-4.2 

0.004-0.03 

0.049-0.096 

0.25-1.58 

0.437-0.885 

0.31-1.91 

0.58-1.16 

0.4-1.7 

0.306-3.79 

0.6-1.19 

0.3-1.21 

0.308-0.792 

Number of 
Experimental 
Points2 

U (II) 

20 (20) 

5 (2) 

4 (4) 

43 (43) 

47 (0) 

6 (0) 

7 (7) 

3 (3) 

12 (12) 

3 (3) 

8 (8) 

15 (15) 

41 (11) 

16 (16) 

11 (ID 

1 The fluid used by Dix is Freon-114, all others used water. 

1 The number in brackets is the number of experimental points with Re > 10,000, i.e. those used 
in developing the correlation. 

FR = 1 + 17.58 Re^0-89 for 60 = 30 deg (3) 

FR = 1 + 58.86 Re* 103 for 6>0 = 80 deg (4) 

Comparison of Models and Experimental Results 
All the OSV data from the investigations listed in Table 1 for 

water for Reynolds numbers of 10,000 or greater were compared 
to the predictions of the models of Bowring (1962), Levy 
(1967), and Saha and Zuber (1974) as well as to the predictions 
of the present model. A plot of the predicted values of ATJq" 
against the experimental values assuming 60 = 80 deg is shown 
in Fig. 1; similar plots for the other models are given by Rogers 
and Li (1992). Table 2, which summarizes the results of the 
comparisons, shows that the correlations of the present model 
give significantly lower relative standard deviations from the data 
than do the other correlations. 

Therefore, it is concluded that the present modification to the 
model of Rogers et al. (1987), using Eq. (2) with FR given by 
Eqs. (3) or (4) gives the best prediction of all the OSV data for 
water with Re a 10,000. The use of 00 = 80 deg gives a slightly 
better correlation than the use of 60 = 30 deg, but this difference 
is not very significant. This correlation is considered valid over 
the following ranges of parameters, subject to the overriding re
quirement that Re > 10,000: 

0.2 < « < 8.2 m/s 

101 < p < 14,800 kPa 

0.0038 < de < 0.024 m 

210,000 s q" =s 4,200,000 W/m2 

Experimental AT„/q", "C^W/m2) *10° 

Fig. 1 Comparison between experimental values and present model pre
dictions of ATJq" for 0O = 80 deg 

Effects of Various Parameters on OSV 
Figure 2 shows the effect of velocity on ATd/q" for various 

pressures for 00 = 80 deg and de = 0.01 m. At high velocities, 
ATJq" increases slowly as pressure increases at pressures up to 
50 bar and then decreases slowly as pressure increases above that 
value. This type of behavior with pressure is similar to that pre
dicted by the Levy model under those conditions (Li, 1992). As 
velocity decreases, ATJq" for any pressure increases until a ve
locity around 0.5 m/s is reached. Below this velocity, the behav
ior of ATJq" becomes more complicated, with ATJq" contin
uing to increase at high pressures, but decreasing at low pres
sures. This reversed effect of velocity on ATJq" at low pressures 
was noted and explained in the original study of Rogers et al. 
(1987). 

Very similar behavior is predicted for 90 = 30 deg, with the 
same magnitudes and trends of ATJq" as exhibited for 80 = 80 
deg. Thus, the insensitivity of the predicted OSV point to 6Q for 
low-pressure, low-velocity conditions, noted by Rogers et al. 
(1987), is seen to apply over the entire ranges of variables ex
amined here. The insensitivity of the OSV point to contact angle 
results from the effects of two factors: the projected area of the 
bubble and the distance from the wall to the tip of the bubble, 
yh. As 60 increases from 30 deg, the projected area increases, so 
that bubble detachment tends to occur earlier, i.e., at high ATd. 
As 90 increases, yh also increases, so that the tip of the bubble 
extends into a colder region, which tends to retard bubble de
tachment, so that it occurs at lower ATd. The net effect is that 
OSV is almost independent of static contact angle over the entire 
effective range from 30 to 80 deg. 

It has been shown (Rogers and Li, 1992) that ATJq" is pre
dicted to increase as the channel equivalent diameter increases 
for a given velocity and pressure. This trend is similar to that 
predicted by the Levy model as well as by the Saha-Zuber model 
at low de values (Li, 1992) and has been explained by Rogers 

Table 2 Deviations of model predictions of ATJq" from the data (data 
from all investigations listed in Table 1 for water, Re a 10") 

Bowring Model 

Levy Model 

Saha-Zuber Model 

Present Model, B„ = 30° 
6„ = 80° 

Maximum deviation 
(°C/(W/m2)) x 10s 

81 

24 

31 

23 
26 

Relative 
Standard deviation 

0.717 

0.578 

0.563 

0.360 
0.338 
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0.0 0.5 1.0 1.5 
Velocity (m/s) 

2.0 2.5 

1.5 

0.5 

-f- Koumoutsos data 
A Predicted, 6,=80° 
• Predicted, e.=30° 

0.1 0.2 0.3 
Velocity (m/s) 

0.4 0.5 

Fig. 2 Effect of velocity on A W by the present model, 0O = 80 deg F l g - 3 ComPari«>n of predicted bubble diameter at departure with data 
' " 3 o f Koumoutsos 

and Li. As Table 1 shows, the OSV data considered in this study 
were generated in tubes, annuli, and rectangular slots. No effect 
of these different channel shapes on the OSV point could be 
established from the analysis of the data. 

The results of Dix (1971) with Freon-114 were obtained at 
quite low Reynolds numbers (—9000 at the highest). Therefore 
these data are below the range of validity of the recommended 
model so that it would not be expected to, and indeed, did not, 
predict the Freon-114 results well. 

Bubble Parameters at OSV 
The recommended model can be used to investigate bubble 

parameters and characteristics at OSV. Certain conclusions can 
be drawn from these investigations about the applicability of the 
model to other conditions than those covered in the studies con
sidered in this paper. 

The model predicts that the radius of the departing bubble at 
OSV, rb, increases as inlet velocity decreases and decreases as 
pressure increases, as would be expected in both cases. The mag
nitudes of bubble diameter at departure predicted by the model 
are compared to the measurements of Koumoutsos et al. (1968), 
as also reported by Winterton (1984), in water at atmospheric 
pressure in Fig. 3. Figure 3 shows that the predictions of rb from 
the model are in reasonably good agreement with the measure
ments, with the predictions for 90 = 30 deg and 60 = 80 deg 
bracketing all the measured values. 

Recently, experimental data on bubble diameter at departure 
in refrigerant R113 were reported by Klausner et al. (1993). 
Although these data were not taken at the OSV point, but under 
two-phase horizontal stratified flow conditions at thermodynamic 
qualities from 0.2 to 16.5 percent, and although the present model 
has not been validated for refrigerant R113, predictions of the 
bubble diameter at departure by Eq. (1) using the properties of 
R113 at a saturation temperature of 60°C, representative of the 
range reported by Klausner et al., were made. Although the static 
contact angle for R113 on smooth surfaces is quite low ( < 5 
deg), the dynamic contact angle for such a highly wetting liquid 
can be much higher (Tong et al., 1990). Therefore, considering 
the velocities to which the departing bubble were exposed in the 
experiments of Klausner et al., the range of contact angles used 
in the predictions for their data was again 30 to 80 deg. The 
contact angle corrections to allow for advancing and retreating 
interfaces were again assumed to be ±10 deg, as for water (Rog
ers et al., 1987). The results in Fig. 4 show that the data are 
predicted quite well in magnitude and trend for 60 = 80 deg while 
they are underpredicted for 90 = 30 deg. 

The effects of inlet velocity and pressure on the forces acting 
on the bubble at detachment have been shown by Rogers and Li 
(1992). As for the original low-pressure model of Rogers et al. 
(1987), the drag and surface tension forces are predominant over 
most of the velocity range. Only at velocities less than about 0.25 
m/s does buoyant force exceed 10 percent of the drag and surface 
tension forces. The predominance of drag and surface tension 
forces is only slightly affected by pressure. As pointed out by 
Rogers (1987), this predicted behavior supports the empirical 
conclusion of Levy (1967) that buoyant force does not affect 
OSV under the conditions of his study, i.e., high velocities and 
pressure. Insights gained from this assessment of forces acting 
on a bubble at the OSV point can be used to conclude that the 
model can be applied with some confidence to vertical downward 
flows and to horizontal flows as well as to vertical upward flows 
(Rogers and Li, 1992). 

Conclusions 

The OSV model of Rogers et al. (1987), which was based on 
experimental data obtained at low pressure and relatively low 
velocities, has been extended to a wide range of pressures, ve
locities, and geometries using existing data from the literature. 

0.8 

s 
I 0.4-

0.2 

+ Klausner, et al. data, T, = 59.8 to 71.9°C 
• Rogers & Li, 9„ = 80°, T, = 60°C 
A Rogers & Li, 6„ = 30°, T, = 60°C 

' ' I i i i i I i i i i I i i i i I i i i i I i i i i I i i i i I i i i i I i i i i I i i 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Velocity (m/s) 

Fig. 4 Comparison of predicted bubble diameter at departure with data 
of Klausner et al. for R113 
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Using the model, the subcooling at OSV for water flows can 
be predicted using Eq. (2) , as in the original model, but with FR 

given by Eq. (3) or (4) for equilibrium bubble contact angles of 
30 and 80 deg, respectively. The recommended model gives bet
ter predictions of all the OSV data considered than do other com
monly used models. While predicted OSV points are not very 
sensitive to the choice of d0, slightly better correlation is obtained 
with #0 = 80 deg. The model is valid for flow Reynolds numbers 
equal to or greater than 10,000. 

The model predicts trends with various parameters that would 
be expected or can be explained and also predicts bubble diam
eter at departure that agree reasonably well with measured di
ameters of bubbles at detachment in water and refrigerant R113 
flows near atmospheric pressure, considering the uncertainty in 
dynamic contact angles. 

The model enables conclusions to be drawn as to the impor
tance of the various forces at OSV, suggesting that drag and 
surface tension forces predominate over the range of the validity 
of the model with the buoyant force being less than 10 percent 
of the drag force even at the lowest velocities in the range of 
validity. This finding validates the use of the model for vertical 
downward flows and horizontal flows as well as for vertical up
ward flows under most conditions. 

Further work is required to develop a model for Reynolds 
numbers less than 10,000, and to test the model against OSV data 
for fluids other than water. 

Acknowledgments 
Financial support for this work was provided by the Natural 

Sciences and Engineering Research Council of Canada under re
search grant No. A6342. The authors thank Marilyn Boreham 
and Christie Egbert for typing the paper and Jiri Slaby for pre
paring the final versions of the figures. 

References 
Al-Hayes, R. A. M., and Winterton, R. H. S., 1981, "Bubble Diameter on De

tachment in Flowing Liquids," Int. J. Heat Mass Transfer, Vol. 24, pp. 223-230. 
Bartolemei, G. G., and Chanturiya, V. M., 1967, "Experimental Study of True 

Void Fraction When Boiling Sub-cooled Water in Vertical Tubes," Thermal En
gineering, Vol. 14, No. 2, pp. 123-128. 

Bartolemei, G. G., Brantov, V. G., Molochnikov, Yu. S„ and Kharitonov, 
Yu. V., 1982, "An Experimental Investigation of True Volumetric Vapour Content 
With Sub-cooled Boiling in Tubes," Thermal Engineering, Vol. 29, No. 3, pp. 132-
135. 

Bibeau, E. L., and Salcudean, M., 1990, "The Effect of Flow Direction on Void 
Growth at Low Velocity and Low Pressure," Int. Comtn. Heat Mass Transfer, Vol. 
17, pp. 19-25. 

Bowring, R. W., 1962, "Physical Model Based on Bubble Detachment and Cal
culation of Steam Voidage in the Sub-cooled Region of a Heated Channel," HPR-
10, Institutt for Atomenergi, Halden, Norway. 

Chatoorgoon, V., Dimmick, G. R., Carver, M. B., Selander, W. N., and Shoukri, 
M., 1990, "Application of Void Generation and Condensation Models to Predict 
Sub-cooled Boiling Data at Low Pressures," Third International Conference on 
Simulation Methods in Nuclear Engineering, Canadian Nuclear Society, Montreal, 
Quebec, pp. 358-379. 

Christensen, H., 1961, "Power-to-Void Transfer Functions," Argonne National 
Laboratory, ANL-6385. 

Costa, J., 1967, "Measurement of the Acceleration Pressure Drop; Study of the 
Appearance of Vapour and Void Fraction in Sub-cooled Boiling at Low Pressure," 
Centre d'Etudes Nucleaires de Grenoble, European Two-Phase Group Meeting, 
Winfrith. 

Dix, G. E., 1971,' 'Vapour Void Fraction for Forced Convection With Sub-cooled 
Boiling at Low Flow Rates," Ph.D. Thesis, University of California, Berkley. 

Edelman, Z., and Elias, E., 1981, "Void Fraction Distribution in Low Flow Rate 
Sub-cooled Boiling," Nuclear Engineering and Design, Vol. 66, pp. 375-382. 

Egen, R. A., Dingee, D., and Chastain, J., 1957, "Vapour Formation and Behav
iour in Boiling Heat Transfer," Battelle Memorial Institute, BMI-1163. 

Evangelisti, R., and Lupoli, P., 1969, "The Void Fraction in an Annular Channel 
at Atmospheric Pressure," Int. J. Heat Mass Transfer, Vol. 12, pp. 699-711. 

Griffith, P., Clark, J. A., and Rohsenow, W. M., 1958, "Void Volumes in Sub-
cooled Boiling," ASME Paper No. 58-HT-19. 

Klausner, J. F., Mel, R., Bernhard, D. M., and Zeng, L. Z„ 1993, "Vapor Bubble 
Departure in Forced Convection Boiling," Int. J. Heat Mass Transfer, Vol. 36, pp. 
651-662. 

Koumoutsos, N., Moissis, R., and Spyridonos, A., 1968, "A Study of Bubble 
Departure in Forced Convection Boiling," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 90, pp. 223-230. 

Labuntsov, D. A., Lobachev, A. G., Kol'chugin, B. A., and Zakharova, E. A., 
1984, ' 'The Main Principles of Variation in Vapour Content of Equilibrium and 
Non-equilibrium Two-Phase Flows in Channels of Different Geometry," Thermal 
Engineering, Vol. 31, No. 9, pp. 506-508. 

Levy, S., 1967, "Forced Convection Sub-cooled Boiling: Prediction of Vapor 
Volumetric Fraction," Int. J. Heat Mass Transfer, Vol. 10, pp. 951-965. 

Li, J., 1992,' 'The Onset of Significant Void in Boiling Flows Over a Wide Range 
of Operation Conditions," M. Eng. Thesis, Carleton University, Ottawa, Ontario, 
Canada. 

Martin, R., 1972, "Measurement of the Local Void Fraction at High Pressure in 
a Heating Channel," Nuclear Science and Engineering, Vol. 48, pp. 125-138. 

Maurer, G. W., 1960, "A Method of Predicting Steady-State Boiling Vapour 
Fractions in Reactor Coolant Channels," Westinghouse Electric Corp., Atomic 
Power Division, WAPD-BT-19. 

McLeod, R. D., 1986, "Investigation of Sub-cooled Void Fraction Growth in 
Water Under Low Pressure and Low Flow Rate Conditions," M. Eng. Thesis, Carle-
ton University, Ottawa, Ontario, Canada. 

Rogers, J. T., Salcudean, M„ Abdullah, Z., McLeod, D., and Poirier, D„ 1987, 
' 'The Onset of Significant Void in Up-fiow Boiling of Water at Low Pressure and 
Velocities," Int. J. Heat Mass Transfer, Vol. 30, pp. 2247-2260. 

Rogers, J. T., and Li, J., 1992, "Prediction of the Onset of Significant Void in 
Flow Boiling of Water," Fundamentals of Sub-cooled Flow Boiling, R. D. Boyd, 
Sr., and S. G. Kandlikar, eds., ASME HTD-Vol. 217. 

Rouhani, S. Z., 1965, "Void Measurement in the Region of Sub-cooled and Low 
Quality Boiling," Symposium on Two-Phase Flow, University of Exeter. 

Rouhani, S. Z., 1968, "Calculation of Steam Volume Fraction in Sub-cooled 
Boiling," ASME JOURNAL OF HEAT TRANSFER, Vol. 90, pp. 158-164. 

Rouhani, S. Z., and Axelson, E., 1970, "Calculation of Void Volume Fraction 
in the Sub-cooled and Quality Boiling Regions," Int. J. Heat Mass Transfer, Vol. 
13, pp. 383-393. 

Saha, P., and Zuber, N., 1974, "Point of Net Vapor Generation and Vapor Void 
Fraction in Sub-cooled Boiling," Proc. Fifth International Heat Transfer Confer
ence, Tokyo, Vol. IV, pp. 175-179. 

Staub, F. W., 1968, "The Void Fraction in Sub-cooled Boiling. Prediction of 
Initial Point of Net Vapor Generation," ASME JOURNAL OF HEAT TRANSFER, Vol. 
90, pp. 151-157. 

Staub, F. W., 1969, "Heat Transfer and Hydraulics: The Effects of Sub-cooled 
Voids," Final report, NYO-3679-8. 

Tong, W., Bar-Cohen, A., Simon, T. W., and You, S. M„ 1990, "Contact Angle 
Effects of Boiling Incipience of Highly Wetting Liquids," Int. J. Heat Mass Trans-
fer, Vol. 33, pp. 91-104. 

Winterton, R. H. S., 1984, "Flow Boiling: Prediction of Bubble Departure," Int. 
J. Heat Mass Transfer, Vol. 27, pp. 1422-1424. 

A Technique for Establishing Inverted 
Annular Flow Through a Fast Power 
Transient 

X. C. Huang1 and G. Bartsch2 

Introduction 
During the quenching process of a hot metal tube, a sequence 

of different flow regimes and boiling modes may occur along the 
flow direction, e.g., the single-phase liquid flow, bubbly flow, 
inverted annular flow, agitated flow, dispersed flow, and single-
phase vapor flow. Of the flow regimes ahead of the quench front, 
the inverted annular flow together with the axial heat conduction 
through the tube wall represents one of the important heat transfer 
mechanisms that directly influence the quenching velocity. 
Therefore, many experimental studies have been conducted for 
the inverted annular flow under steady-state conditions. 
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Using the model, the subcooling at OSV for water flows can 
be predicted using Eq. (2) , as in the original model, but with FR 

given by Eq. (3) or (4) for equilibrium bubble contact angles of 
30 and 80 deg, respectively. The recommended model gives bet
ter predictions of all the OSV data considered than do other com
monly used models. While predicted OSV points are not very 
sensitive to the choice of d0, slightly better correlation is obtained 
with #0 = 80 deg. The model is valid for flow Reynolds numbers 
equal to or greater than 10,000. 

The model predicts trends with various parameters that would 
be expected or can be explained and also predicts bubble diam
eter at departure that agree reasonably well with measured di
ameters of bubbles at detachment in water and refrigerant R113 
flows near atmospheric pressure, considering the uncertainty in 
dynamic contact angles. 

The model enables conclusions to be drawn as to the impor
tance of the various forces at OSV, suggesting that drag and 
surface tension forces predominate over the range of the validity 
of the model with the buoyant force being less than 10 percent 
of the drag force even at the lowest velocities in the range of 
validity. This finding validates the use of the model for vertical 
downward flows and horizontal flows as well as for vertical up
ward flows under most conditions. 

Further work is required to develop a model for Reynolds 
numbers less than 10,000, and to test the model against OSV data 
for fluids other than water. 

Acknowledgments 
Financial support for this work was provided by the Natural 

Sciences and Engineering Research Council of Canada under re
search grant No. A6342. The authors thank Marilyn Boreham 
and Christie Egbert for typing the paper and Jiri Slaby for pre
paring the final versions of the figures. 

References 
Al-Hayes, R. A. M., and Winterton, R. H. S., 1981, "Bubble Diameter on De

tachment in Flowing Liquids," Int. J. Heat Mass Transfer, Vol. 24, pp. 223-230. 
Bartolemei, G. G., and Chanturiya, V. M., 1967, "Experimental Study of True 

Void Fraction When Boiling Sub-cooled Water in Vertical Tubes," Thermal En
gineering, Vol. 14, No. 2, pp. 123-128. 

Bartolemei, G. G., Brantov, V. G., Molochnikov, Yu. S„ and Kharitonov, 
Yu. V., 1982, "An Experimental Investigation of True Volumetric Vapour Content 
With Sub-cooled Boiling in Tubes," Thermal Engineering, Vol. 29, No. 3, pp. 132-
135. 

Bibeau, E. L., and Salcudean, M., 1990, "The Effect of Flow Direction on Void 
Growth at Low Velocity and Low Pressure," Int. Comtn. Heat Mass Transfer, Vol. 
17, pp. 19-25. 

Bowring, R. W., 1962, "Physical Model Based on Bubble Detachment and Cal
culation of Steam Voidage in the Sub-cooled Region of a Heated Channel," HPR-
10, Institutt for Atomenergi, Halden, Norway. 

Chatoorgoon, V., Dimmick, G. R., Carver, M. B., Selander, W. N., and Shoukri, 
M., 1990, "Application of Void Generation and Condensation Models to Predict 
Sub-cooled Boiling Data at Low Pressures," Third International Conference on 
Simulation Methods in Nuclear Engineering, Canadian Nuclear Society, Montreal, 
Quebec, pp. 358-379. 

Christensen, H., 1961, "Power-to-Void Transfer Functions," Argonne National 
Laboratory, ANL-6385. 

Costa, J., 1967, "Measurement of the Acceleration Pressure Drop; Study of the 
Appearance of Vapour and Void Fraction in Sub-cooled Boiling at Low Pressure," 
Centre d'Etudes Nucleaires de Grenoble, European Two-Phase Group Meeting, 
Winfrith. 

Dix, G. E., 1971,' 'Vapour Void Fraction for Forced Convection With Sub-cooled 
Boiling at Low Flow Rates," Ph.D. Thesis, University of California, Berkley. 

Edelman, Z., and Elias, E., 1981, "Void Fraction Distribution in Low Flow Rate 
Sub-cooled Boiling," Nuclear Engineering and Design, Vol. 66, pp. 375-382. 

Egen, R. A., Dingee, D., and Chastain, J., 1957, "Vapour Formation and Behav
iour in Boiling Heat Transfer," Battelle Memorial Institute, BMI-1163. 

Evangelisti, R., and Lupoli, P., 1969, "The Void Fraction in an Annular Channel 
at Atmospheric Pressure," Int. J. Heat Mass Transfer, Vol. 12, pp. 699-711. 

Griffith, P., Clark, J. A., and Rohsenow, W. M., 1958, "Void Volumes in Sub-
cooled Boiling," ASME Paper No. 58-HT-19. 

Klausner, J. F., Mel, R., Bernhard, D. M., and Zeng, L. Z„ 1993, "Vapor Bubble 
Departure in Forced Convection Boiling," Int. J. Heat Mass Transfer, Vol. 36, pp. 
651-662. 

Koumoutsos, N., Moissis, R., and Spyridonos, A., 1968, "A Study of Bubble 
Departure in Forced Convection Boiling," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 90, pp. 223-230. 

Labuntsov, D. A., Lobachev, A. G., Kol'chugin, B. A., and Zakharova, E. A., 
1984, ' 'The Main Principles of Variation in Vapour Content of Equilibrium and 
Non-equilibrium Two-Phase Flows in Channels of Different Geometry," Thermal 
Engineering, Vol. 31, No. 9, pp. 506-508. 

Levy, S., 1967, "Forced Convection Sub-cooled Boiling: Prediction of Vapor 
Volumetric Fraction," Int. J. Heat Mass Transfer, Vol. 10, pp. 951-965. 

Li, J., 1992,' 'The Onset of Significant Void in Boiling Flows Over a Wide Range 
of Operation Conditions," M. Eng. Thesis, Carleton University, Ottawa, Ontario, 
Canada. 

Martin, R., 1972, "Measurement of the Local Void Fraction at High Pressure in 
a Heating Channel," Nuclear Science and Engineering, Vol. 48, pp. 125-138. 

Maurer, G. W., 1960, "A Method of Predicting Steady-State Boiling Vapour 
Fractions in Reactor Coolant Channels," Westinghouse Electric Corp., Atomic 
Power Division, WAPD-BT-19. 

McLeod, R. D., 1986, "Investigation of Sub-cooled Void Fraction Growth in 
Water Under Low Pressure and Low Flow Rate Conditions," M. Eng. Thesis, Carle-
ton University, Ottawa, Ontario, Canada. 

Rogers, J. T., Salcudean, M„ Abdullah, Z., McLeod, D., and Poirier, D„ 1987, 
' 'The Onset of Significant Void in Up-fiow Boiling of Water at Low Pressure and 
Velocities," Int. J. Heat Mass Transfer, Vol. 30, pp. 2247-2260. 

Rogers, J. T., and Li, J., 1992, "Prediction of the Onset of Significant Void in 
Flow Boiling of Water," Fundamentals of Sub-cooled Flow Boiling, R. D. Boyd, 
Sr., and S. G. Kandlikar, eds., ASME HTD-Vol. 217. 

Rouhani, S. Z., 1965, "Void Measurement in the Region of Sub-cooled and Low 
Quality Boiling," Symposium on Two-Phase Flow, University of Exeter. 

Rouhani, S. Z., 1968, "Calculation of Steam Volume Fraction in Sub-cooled 
Boiling," ASME JOURNAL OF HEAT TRANSFER, Vol. 90, pp. 158-164. 

Rouhani, S. Z., and Axelson, E., 1970, "Calculation of Void Volume Fraction 
in the Sub-cooled and Quality Boiling Regions," Int. J. Heat Mass Transfer, Vol. 
13, pp. 383-393. 

Saha, P., and Zuber, N., 1974, "Point of Net Vapor Generation and Vapor Void 
Fraction in Sub-cooled Boiling," Proc. Fifth International Heat Transfer Confer
ence, Tokyo, Vol. IV, pp. 175-179. 

Staub, F. W., 1968, "The Void Fraction in Sub-cooled Boiling. Prediction of 
Initial Point of Net Vapor Generation," ASME JOURNAL OF HEAT TRANSFER, Vol. 
90, pp. 151-157. 

Staub, F. W., 1969, "Heat Transfer and Hydraulics: The Effects of Sub-cooled 
Voids," Final report, NYO-3679-8. 

Tong, W., Bar-Cohen, A., Simon, T. W., and You, S. M„ 1990, "Contact Angle 
Effects of Boiling Incipience of Highly Wetting Liquids," Int. J. Heat Mass Trans-
fer, Vol. 33, pp. 91-104. 

Winterton, R. H. S., 1984, "Flow Boiling: Prediction of Bubble Departure," Int. 
J. Heat Mass Transfer, Vol. 27, pp. 1422-1424. 

A Technique for Establishing Inverted 
Annular Flow Through a Fast Power 
Transient 

X. C. Huang1 and G. Bartsch2 

Introduction 
During the quenching process of a hot metal tube, a sequence 

of different flow regimes and boiling modes may occur along the 
flow direction, e.g., the single-phase liquid flow, bubbly flow, 
inverted annular flow, agitated flow, dispersed flow, and single-
phase vapor flow. Of the flow regimes ahead of the quench front, 
the inverted annular flow together with the axial heat conduction 
through the tube wall represents one of the important heat transfer 
mechanisms that directly influence the quenching velocity. 
Therefore, many experimental studies have been conducted for 
the inverted annular flow under steady-state conditions. 
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One frequently used technique for establishing the steady-state 
inverted annular flow is the hot-patch technique, which was first 
proposed by Groeneveld and Gardiner (1978). The hot patch 
may be indirectly heated with cartridge heaters or directly heated 
in the form of locally reduced wall thickness. To establish in
verted annular flow with the hot-patch technique, the test section 
and the hot patch are heated to a high temperature with no liquid 
flow. Liquid flow is introduced into the test section subsequently. 
After some careful adjustment of the heating power to the test 
section, a vapor patch can be established over the entire heat 
transfer surface. One problem related to this technique is that the 
test section must be heated first under dry conditions that may 
change the surface condition after repeated heating and quench
ing processes, especially for liquids with high saturation temper
atures. For cryogenic liquids with low saturation temperatures, 
the hot patch may be first heated without diverting the flow. The 
vapor patch can be made to spread out of the hot patch by in
creasing the heating power to the test section. However, for high 
flow rates and high inlet subcoolings, the spreading speed of the 
vapor patch can be very slow and the wall temperature in the 
upstream region may exceed the temperature limit of decompo
sition of the cryogenic liquid. 

Another method is to use temperature-controlled test sections, 
which can be brought to the film boiling regime without dry 
heating of the test section (Cheng et al., 1978; Johannsen and 
Kleen, 1984). However, this type of test section is very compli
cated and expensive to construct and is furthermore restricted to 
short test sections with large wall thickness. 

In the following we propose a transient technique for quickly 
establishing the inverted annular flow, which was tested for water 
using a directly heated thin-walled test section under low flow 
and low pressure conditions. 

Principle 
During a steady-state or slow power-transient experiment with 

a uniformly heated tube, the critical-heat-flux phenomenon usu
ally occurs first at the outlet. Wall temperatures in this region 
rise quickly to a very high level, while the rest of the heat transfer 
surface remains in nucleate boiling. The cause of this axial non-
uniformity is the change of the local thermodynamic condition 
or/and flow regime along the test section. The new technique 
uses a power transient. The potential nonuniform boiling heat 
transfer normally occurring along the inner surface of the tube 
will be dominated by the uniform heat source inside the wall, so 
that the axial wall temperature changes along the test section will 
be reduced. Therefore, there is the possibility that, if the power 
transient is fast enough, the whole test section wall may be 
brought to a high temperature level, i.e., into the film boiling 
regime, quite uniformly. Once the inverted annular flow has been 
reached, it can be maintained by quickly reducing the power 
input to the test section to an appropriate lower level, which 
corresponds to the steady-state film boiling heat transfer. 

Experimental Setup 
The test section used to test the above-mentioned principle is 

an Inconel-600 tube of 12 mm o.d., 1.5 mm wall thickness with 
a length of 399 mm. It is heated directly with a low-voltage DC 
power supply (15 V X 2500 A), which can be controlled man
ually or automatically using a function generator. Sixteen NiCr-
Ni sheathed thermocouples of 0.5 mm diameter are fixed on the 
outer surface of the test section by clamps with an average axial 
distance of about 16 mm. Exact thermocouple locations are given 
in Fig. 1. The measurement of the wall temperature and loop 
signals is accomplished by a Keithley Series 500 Data Acquisi
tion and Control System. 

The water loop consists of a centrifugal pump, filters, deminer
alizer, turbine flow meters, pressurizer, condenser, and cooler. 
Double-distilled water is used to fill the loop and a high purity 
of water is maintained using the demineralizer. The present loop 
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Fig. 1 Sketch of the test section 

allows the stabilization of the inlet condition for pressure from 
0.1 to 1.0 MPa, mass flux from 50 to 500 kg/m2s, and inlet 
subcooling from 5 to 50 K. Both upward and downward flow 
tests can be conducted with the loop by arranging the bypass. 

Uncertainties of the directly measurable data are ±5 kPa for 
pressure, ± 1.5 percent for mass flow rate, ±1 K for inlet sub-
cooling, and ±1 K for wall temperatures. 

Experimental Results 
The above-described experimental technique was tested for 

mass flux less than 200 kg/m2s and inlet subcooling lower than 
30 K both at the atmospheric pressure and at the pressure of 0.4 
MPa. The upper limits of the mass flux and the inlet subcooling 
are imposed by the limit of the present power supply. A fast 
rampwise power transient was applied at first for heating the test 
section, but it turned out to be more convenient simply to use a 
power surge. 

Experimental results are shown in Fig. 2 for the inlet condition 
of 0.1 MPa pressure, 50 kg/m2s mass flux, and 10 K inlet sub
cooling. The test section was first heated with a power of about 
0.8 kW. Nucleate boiling occurred on the heat transfer surface at 
this condition. The heating power was then suddenly switched to 
a much higher level of about 13 kW. This could create a tem
perature transient as high as 100 K/s. As the wall temperatures 
at all measurement locations reached about 600°C after about 5 
s, the power supply was switched back to the lower value of 0.8 
kW. After this process, the inverted annular flow prevailed over 
the entire heat transfer surface, as is illustrated in Fig. 2 for both 
upward flow and downward flow. Because no hot patches were 
provided at the inlet and outlet of the present test section, quench
ing took place subsequently as expected. For the case of upward 
flow, there were two quench fronts originating from the outlet 
and inlet, which met each other at the middle of the test section. 
In contrast, there was only one quench front originating from the 
inlet for downflow. The quenching pattern (the number of 
quenching fronts and the wall temperature traces) depends on the 
inlet subcooling. This parametric effect may be due to the inter
action between vapor bubbles produced behind the quenching 
front and the vapor film in the inverted annular flow regime. 

The peak heating power of 13 kW has proved to be high 
enough for the parameter range studied. A higher heating power 
does not obviously influence the results except that the duration 
of the power pulse must be correspondingly reduced to keep the 
same wall temperature. However, if the selected peak heating 
power is not high enough, part of the boiling surface may not be 
brought to the film boiling regime and this can be regarded as 
the criterion for selecting the appropriate peak heating power. 
The lower value of the heating power must be chosen according 
to the inlet conditions and the required wall temperature in the 
inverted annular flow regime. Actually it is very convenient to 
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Fig. 2 Wall temperature traces for upward and downward flows 

adjust the power settings because an experimental run can be 
repeated within several minutes. 

Johannsen, K„ and Kleen, U., 1984, "Steady-State Measurement of Forced Con-
vective Surface Boiling of Subcooled Water at and Beyond Maximum Heat Flux 
via Indirect Joule Heating of a Test Section of High Thermal Conductance," Multi-
Phase Flow and Heat Transfer III, Part B: Applications, T. N. Veziroglu and A. E. 
Bergles, eds., Elsevier Science Publisher B. V., Amsterdam, pp. 755-776. 

The application of the present method requires that the power 
supply system be quickly switched between two or three different 
power levels. Electronically controllable power supplies usually 
have both manual and automatic control modes. Through differ
ent settings of these two modes, this requirement can be easily 
satisfied. Another possibility is to use two or three transformers 
with different settings that are connected to the test section via a 
multiswitch. To prevent the test section from being overheated, 
the wall temperature measurements should also be simultane
ously used for burnout protection, which can trigger a complete 
shutdown of the heating power if one of the thermocouple read
ings exceeds the preset value. According to our experience, the 
timing of switching the power supply from the peak value to the 
lower value can be reliably determined according to thermocou
ple readings. 

To study the steady-state inverted annular flow, the present 
technique must be combined with the existing hot-patch tech
nique to anchor the quenching front. 

Summary 

An experimental technique for quickly establishing inverted 
annular flow via a fast power transient was proposed that does 
not require the fluid flow be first diverted into a bypass. This may 
help to reduce possible changes in the boiling surface conditions 
due to repeated heating of an empty tube, especially for fluids 
with high saturation temperatures. To achieve fully steady-state 
inverted annular flow, this method should be combined with the 
existing hot-patch technique to anchor the quenching front. The 
present technique was tested for water under low flow and low 
pressure conditions. Its applicability for other flow conditions 
and other fluids will be further explored in future studies. 
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Semi-analytical Design 
of a Falling Film Absorber 

A. T. Conlisk1 

Nomenclature 
B = 
cp = 

DAB = 
Fr = 

8 = 
h = 

h* = 
ht = 
Ai = 

" a b s = 

Ja = 
k = 
L = 

Le = 
m = 

rha0 = 
Pr = 

Re = 
Sc = 

mass transfer driving parameter 
specific heat 
mass diffusion coefficient 
Froude number 
acceleration due to gravity 
h*lh% 
dimensional film thickness 
dimensional film thickness at the inlet 
h = 1 + 6mBh, + ... 
heat of absorption 
Jakob number "= CpAT/h^ 
thermal conductivity 
tube length 
Lewis number = Pr/Sc 
dimensionless mass flux 
scaled absorbed mass flux 
Prandtl number = fxcp/k 
Reynolds number = Uahtlv 
Schmidt number = vlDAB 

film surface temperature at the inlet 
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adjust the power settings because an experimental run can be 
repeated within several minutes. 
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Phase Flow and Heat Transfer III, Part B: Applications, T. N. Veziroglu and A. E. 
Bergles, eds., Elsevier Science Publisher B. V., Amsterdam, pp. 755-776. 

The application of the present method requires that the power 
supply system be quickly switched between two or three different 
power levels. Electronically controllable power supplies usually 
have both manual and automatic control modes. Through differ
ent settings of these two modes, this requirement can be easily 
satisfied. Another possibility is to use two or three transformers 
with different settings that are connected to the test section via a 
multiswitch. To prevent the test section from being overheated, 
the wall temperature measurements should also be simultane
ously used for burnout protection, which can trigger a complete 
shutdown of the heating power if one of the thermocouple read
ings exceeds the preset value. According to our experience, the 
timing of switching the power supply from the peak value to the 
lower value can be reliably determined according to thermocou
ple readings. 

To study the steady-state inverted annular flow, the present 
technique must be combined with the existing hot-patch tech
nique to anchor the quenching front. 

Summary 

An experimental technique for quickly establishing inverted 
annular flow via a fast power transient was proposed that does 
not require the fluid flow be first diverted into a bypass. This may 
help to reduce possible changes in the boiling surface conditions 
due to repeated heating of an empty tube, especially for fluids 
with high saturation temperatures. To achieve fully steady-state 
inverted annular flow, this method should be combined with the 
existing hot-patch technique to anchor the quenching front. The 
present technique was tested for water under low flow and low 
pressure conditions. Its applicability for other flow conditions 
and other fluids will be further explored in future studies. 
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Semi-analytical Design 
of a Falling Film Absorber 
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Nomenclature 
B = 
cp = 

DAB = 
Fr = 

8 = 
h = 

h* = 
ht = 
Ai = 

" a b s = 

Ja = 
k = 
L = 

Le = 
m = 

rha0 = 
Pr = 

Re = 
Sc = 

mass transfer driving parameter 
specific heat 
mass diffusion coefficient 
Froude number 
acceleration due to gravity 
h*lh% 
dimensional film thickness 
dimensional film thickness at the inlet 
h = 1 + 6mBh, + ... 
heat of absorption 
Jakob number "= CpAT/h^ 
thermal conductivity 
tube length 
Lewis number = Pr/Sc 
dimensionless mass flux 
scaled absorbed mass flux 
Prandtl number = fxcp/k 
Reynolds number = Uahtlv 
Schmidt number = vlDAB 

film surface temperature at the inlet 
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Twin = w a l l temperature at the inlet 
A 7" = Tsi„ — TWin 

ATW = overall wall temperature difference 
u = dimensionless fluid velocity in the y direction 

u0 = u = ew0 + • . • 
UQ = velocity scale 
u> = dimensionless velocity in the z direction 
y = dimensionless coordinate normal to wall 
z = dimensionless coordinate along the wall 
a = pjp 
8 = 1/eReSc 
e = htlL 

T) = ylh 
9 = (T- Twi„)/AT 

9S = dimensionless film surface temperature 
8W = dimensionless wall temperature 

v = mixture kinematic viscosity 
p = mixture density 

p u = density of water 
UJA = mass fraction of species A 

WASm = film surface mass fraction at the inlet 
I^ABULK = mass fraction in the bulk; constant 

AUJ = UJASin ~ W.4BULK 

Q = scaled mass fraction (Eq. (3)) 

Introduction 
The design of an absoiption heat pump usually begins with a 

thermodynamic analysis of the proposed cycle; the outputs of 
this analysis are inlet and outlet mass fractions and temperatures 
of each component of the heat pump, and the required mass 
fluxes. However, the thermodynamic analysis does not address 
how or whether the desired states can be reached. The present 
and also previous work (Conlisk, 1992, 1994; Patnaik et al., 
1993; Perez-Bianco, 1988; Andberg and Vliet, 1983; Miller, 
1991, 1992) addresses the question of how the desired states may 
be reached based on a nonequilibrium analysis of the heat and 
mass transfer processes that occur within a falling film absorber. 

The purpose of the present paper is to present a design pro
cedure, requiring a minimum of input data, to predict the perfor
mance of a vertical tube absorber. This work can be used to size 
absorbers without the need to build expensive test facilities. In 
what follows we show that, in fact, the solution for the mass 
fraction within the liquid film may be obtained analytically using 
the Laplace transform. Moreover, since the flow rates of interest 
are low, the fluid motion within the film may be calculated an
alytically. This means that only the temperature distribution 
within the liquid film must be calculated numerically. It is useful 
to note that the present numerical method is extremely robust and 
is able to resolve the discontinuity of the temperature and ab
sorbed mass flux at the inlet of the tube without the numerical 
instabilities present in conventional finite difference techniques 
(Conlisk, 1992). The advantage of the present approach over con
ventional one or two-dimensional computational approaches is 
that heat transfer coefficients are not required for solution of the 
problem; there are no free parameters employed in the present 
work. In addition, the approach has been validated by comparison 
with recent experimental data (Conlisk, 1992); the comparison 
between theory and experiment is discussed in the next section. 
Additional references and an extensive discussion of past work 
in the area are given by Conlisk (1992, 1994). 

The geometry of the present study is depicted in Fig. 1. The 
focus of this work is on the heat and mass transfer within the 
liquid film, which is assumed to be a lithium bromide-water 
mixture. Two aspects of the present work not considered by Con
lisk (1992) are of interest here. First, the behavior of the total 
mass absorbed into the tube as a function of increasing flow rate 
and tube length is identified. Second, it is pointed out here that 
absorption solutions may be obtained only for a limited range of 
inlet mass fraction and temperature for a given vapor pressure. 

Tube Wall 

* 
h 0 

Vapor 

/ 
* 
h0 

Vapor 

Liquid Film 

Fig. 1 Cross-sectional view of the vertical tube considered in the present 
work 

The fully two-dimensional solutions presented here thus suggest 
inlet conditions that can lead to better performance of the ab
sorber. This feature of the present work is impossible to predict 
using a one-dimensional approach. 

Since the film thickness is much smaller than the tube radius, 
and the length of the tube, gradients in the direction normal to 
the wall are dominant and thus the terms in the Navier-Stokes 
equations involving curvature are negligible. Other assumptions 
are as in Grossman (1983), except for the assumption of constant 
film thickness, which will emerge from the analysis. In this case 
the solution of the Navier-Stokes equations for the velocity field 
in dimensionless form is given by the classical Nusselt solution 
(Nusselt, 1916) 

-e R e F r / V 2 , w = Fr Re(yh - y2/2), (1) 

where e = h*IL, Fr = gh*IU0 is a Froude number, and hz = dhl 
dz. Here all distances normal to the wall have been normalized 
on the initial film thickness and the axial coordinate has been 
normalized on the length of the tube (L); velocities have been 
normalized on U0. By a mass balance at the interface, the amount 
of fluid absorbed is given by 

-drhldz = u0 — wdhldz, at y = h. (2) 

Because the film is very thin, the continuity equation requires 
that u = 0(e) and so u0 is defined by u = euQ + . . . where . . . 
denotes lower order terms. The negative sign in Eq. (2) indicates 
that the velocity of the fluid into the film is in a direction opposite 
to the outward unit normal to the liquid film surface. To deter
mine the appropriate values of h* and U0 given the flow rate, the 
definition of the solution flow rate at the inlet specifies the prod
uct U0h*; in addition, the average velocity is related to h* through 
the Nusselt relation U0 = gh* Iv where v is the kinematic vis
cosity, thus determining each of the values of U0 and h*. In this 
case ReFr = 1; the parameters for which solutions are presented 
are given in Table 1. 

The Heat and Mass Transfer Problems 

Mass Transfer. The governing equation for mass transfer is 
the convection-diffusion equation and this equation may be 
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Table 1 Parameters and fit constants Ct and C2 considered in 
this work 

Absorber length, m 
Absorber tube radius, m 
Mass flux, kg/min 
Solution temperature, K 
Mass fraction of LiBr at inlet 
Absorber pressure, torr 
Reynolds number 
Prandtl number 
Schmidt number 
Lewis number 
Froude number 
Jakob number 
e 
C, 
C2 

0.5-2.0 
lO"2 

0.3-0.9 
327.00 
0.6200 
9.83 
20-50 
21.12 
2421 
0.0087 
0.03-0.05 
0.0005 
~10~4 

-0.00490 
1.9891 

solved numerically; however, using simple scaling arguments, 
the governing equation may be reduced to a simple heat equation. 
Define a scaled mass fraction (species A is water) 

ft = 
^ASin ~~ W.4BULK 

(3) 

and near the interface defining, r\ = (1 — rj)/5i/2; then in terms 
of fi we have, to leading order in the small parameter <5, 

d2n 
drj2 h2w 

dz 
Bdn 
a drj 

w=o 

dQ, 

drj 
(4) 

where B is an overall mass transfer driving parameter and is 
defined by B = (CJAS;„ — ^AnuudK^ ~ uASin). In this problem B 
is small and often much less than 5; at the liquid-vapor interface, 

6U2B — = ahma(l + 0(B)) 
or) at r) 0. (5) 

Equation (4) balances for B -> 0; however the boundary condition 
at fj = 0 does not; the conclusion that must be reached is that 
since B and S are both small, then ma ~ 6mB; that is, the lack of 
an 0(1) mass fraction difference and the fact that 6 is small limits 
the amount of vapor that may be absorbed at the interface. Be
cause of this, the film thickness variation is small and to leading 
order, we may take h = 1. Because 6 is small, away from the 
interface, we expect the mass fraction to be constant. 

The solution to this problem subject to the initial condition fi 
= 0 at z — 0 and ft = 0 as rj -» c° is given by 

ft = -{2/(7r)}' ma0e -^'^-'Wiz - 0' (6) 

where ma0 is the leading order nonzero term in the absorbed flux. 
The leading order film thickness variation is defined by ma0 = 
~{dhxldz), where we have written h = 1 + 5"2Bh, + . . . in light 
of the discussion above. The average value of the mass fraction 
may be computed directly from the solution given above and the 
result is nAVE = <5"2 J0°° ̂ drf = 2a6"2h,. 

Heat Transfer. The energy equation in the present problem 
is also given by a heat equation (Conlisk, 1992) with boundary 
conditions 8 = 9„, at 77 = 0, and 

d9 
J a — = - e RePr<5 1 / 2 Bm„, 

or] 
at r\ = 1. (7) 

The initial condition is 9 = 0 at z = 0. Note that the assumption 
of constant wall temperature has not been invoked. 

The details of the numerical scheme used to solve the problem 
are discussed in detail by Conlisk (1992); those results indicate 
that the temperature distribution exhibits a boundary layer char
acter in the regime near the inlet to the tube due to the discon
tinuity there. In addition, extensive comparisons with experi-

Table 2 Selected parameters for two of the data sets provided 
by Miller (1992); from Conlisk (1992) 

Data set 
Mass flux, kg/min 
Solution temperature, K 
Mass fraction of LiBr at inlet 
Absorber pressure, ton-
Reynolds number 
£ 

c, 
c2 

1 
0.5018 
308.02 
0.5633 
10.86 
31.31 
0.00019 
-0.00560 
2.2118 

2 
0.3590 
327.00 
0.6261 
9.83 
20.18 
0.00017 
-0.00490 
1.9891 

ments conducted at Oak Ridge by Miller (1992) have been made 
and these are summarized on Tables 2 and 3. The wall temper
ature for data sets 1 and 2 is as described by Conlisk (1992). Note 
the good agreement with the data; it is important further to em
phasize that no free parameters have been used to produce the 
results and so the results depicted on Table 3 are truly predictive. 

Design Procedure 
To close the problem for the calculation of the absorbed mass 

flux m„0 and initiate the design process, equilibrium will be as
sumed at the interface and the temperature and mass fraction are 
assumed to be related linearly. Using the definition of B, assum
ing the bulk properties are constant, the equation for uASi„ is given 
by 

2 I 1 , , a n ^ e ^abs\ 
I^ASin — i + W.4BULK + Po — L l I^ASm 

\ CP I 

+ W.4BULK + Po — Ci 
Le"^a l 

I^BULK = 0, (8 ) 

where fi0 = /5Aw and C, and C2 are fixed constants defined by 
the equilibrium condition, £ls = (C,AT/Aio)9s + B. The details 
of how Eq. (8) is derived are given by Conlisk (1992). 

To specify the wall temperature we assume 

A7V 
AT 

(9) 

In Eq. (9) A7V is a parameter to be specified and is the overall 
temperature difference between the inlet and the outlet at the wall 
and is defined by ATW = TWml, - Tm„. This parameter can be 
chosen to obtain a desired outlet temperature based on a cycle 
analysis. In a countercurrent design, which is of interest here, 
ATW < 0. All the results to be discussed here correspond to the 
absorber pressure of 9.83 torr, and inlet solution properties given 
in Table 1. 

Figure 2 gives the results for the dimensionless mass flux pa
rameter M„0 = —eS"2Bmll0 as a function of the parameter e; for 
fixed Reynolds number, increasing values of e correspond to 
shorter tube lengths. Note that as e increases, Ma0 increases sub
stantially. This result suggests that the use of long tubes to in-

Table 3 Comparisons between theory and experiment for the 
parameters of Table 1; from Conlisk (1992). No free constants 
are used in the comparisons. 

Data set 
Average mass fraction libr out 

Experiment 
Theory 

Average temperature out 
Experiment 
Theory 

Mass absorbed, kg/min 
Experiment 
Theory 

1 

0.5404 
0.5359 

308.13 
301.64 

0.0213 
0.0257 

2 

0.6104 
0.6082 

322.94 
320.82 

0.0092 
0.0107 
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Fig. 2 Dimensionless mass absorption parameter Ma0 as a function of e 
for several solution Reynolds numbers, Re = 16.87,33.74,50.61, and ATW 
= - 5 K. Arrow denotes decreasing Reynolds number. 

crease heat and mass transfer area is not an efficient means to 
increase the absorption rate to the tube surface. For reference, 
the value of e = 0.00024 corresponds to a tube length of about 
one meter; a Reynolds number of 16.87 corresponds to a flow 
rate of 0.3 kg/min. On the other hand, M„a decreases as the Reyn
olds number is increased. As noted above, this is because the 
region near the interface over which substantial mass transfer 
takes place is proportional to R e " 2 by the definition of 8. 

The outlet mass fraction of water as a function of e is depicted 
on Fig. 3. Here we note that the mass fraction of water is higher 
at the lower Reynolds numbers and this is consistent with the 
result for the absorbed mass flux. 

The present results are sensitive to the bulk mass fraction at 
the inlet. Table 4 depicts results for three values of the bulk inlet 
mass fraction. Note the rapid decrease in the value of Aw, which 
is the overall mass transfer driving potential as the mass fraction 
approaches 0.385. Additional results for this temperature and 
pressure show that for U^BULK — 0.387, Aw actually becomes 
negative, indicating that mass transfer toward the film surface is 
taking place. This situation is clearly not desirable. Since the 
calculation of the inlet surface mass fraction depends only on 
thermodynamic properties (see Eq. (8)) and is independent of 
flow rate, this result is valid for the range of lengths and solution 
flow rates considered. This means that essentially no numerical 
work beyond evaluating Eq. (8) is required to determine whether 
the given inlet state (T, p, ui) will yield Aw > 0 as desired. 

Discussion 
In the present paper we have presented solutions for the heat 

and mass transfer problems for a falling film, which can be used 

0.395 

£ 0.390 • \ 

* —- \ ^~~~~~~^~~~~ 
5 0.385 • "~ \ _ _ 
3 \ 
O 

0.380 I • ' ' 1 • 
1.00e-04 2.00e-04 3.00e-04 4.00e-04 

Fig. 3 Mass fraction of water at the outlet of the tube as a function of e 
for several values of Re = 16.87, 33.74, 50.61, and ATW = - 5 K. Arrow 
denotes decreasing Reynolds number. 

Table 4 Behavior of the solutions for several values of ioABVLK. 
The specific data here are for L = 1 m, solution Reynolds num
ber 33.74, ATyy = —5 K. Note that the parameters A<o and 
AT are independent of Reynolds number. 

^ B U L K 0.3750 0.3800 0.3850 
Aw 0.0057 0.0033 0.0009 
A7", K 1.2400 0.7160 0.1900 
B 0.0092 0.0053 0.0014 
Ja 0.0009 0.0005 0.0001 
cjAm„ 0.3820 0.3858 0.3896 
TBm„ ' 322.92 322.83 322.73 
mabs, kg/min 0.0068 0.0057 0.0045 

to size absorbers. The main advantage of the present approach is 
that no free parameters have been used to calculate the solutions 
and thus the results presented here are truly predictive in char
acter. This fact differentiates this paper from all previous work 
in this area. 

A major result of the present calculations for the LiBr-water 
mixture is that increasing tube length to increase heat and mass 
transfer rates is of limited utility in increasing the absorption rate. 
Moreover, increasing flow rate is counterproductive as well, as 
noted by the decrease in dimensionless mass flux as the Reynolds 
number increases. The implication is that a bank of short tubes 
operating at lower individual Reynolds numbers will be most 
efficient for the absorption process. 

It has often been stated that the effect of waves on the mass 
transfer process may act to enhance the mass transfer process 
(Javdani, 1974; see Conlisk, 1992, for additional references). It 
is well known that a laminar film may exhibit a wavy character 
for a Reynolds number, based on mass flow rate as low as about 
30. A quantitative approach had been taken much earlier by 
Javdani (1974). He suggests that the enhancement effect, based 
on a significant increase in the Sherwood number, is a function 
of a single dimensionless variable. A detailed discussion of the 
application of the Javdani analysis to the present situation is de
scribed in Conlisk (1992) and suggests that the direct effect of 
waves on mass transfer within the film is negligible. 
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Measurement of Radiative Properties of Ash and Slag by 
FT-IR Emission and Reflection Spectroscopy1 

S. P. Bhattacharya.2 Markham et al. presented results on 
emittance measurements of ash and slag samples. As evident 
from the paper, the measurements were hemispherical, not nor
mal. Therefore, all emittance figures in the paper should be in
terpreted as hemispherical emittance. Figure 7 of the paper shows 
three curves, one for the measured emittance of a fused slab and 
the remaining two predicted values, one at normal emergence 
(Eq. (7) of the paper), and the other considering an empirical 
void fraction of 0.15. Both the predicted values are about 10 
percent different from the measured value. This difference is due 
to the fact that the predicted values are for normal emittance, 
which are compared against measured values that are hemispher
ical. For dielectric materials, the ratio of hemispherical and nor
mal emittance is about 0.9 (Wall et al., 1994), and this is close 
to the ratio of the data in the top two curves in Fig. 7. The lead 
author (J. R. Markham) kindly supplied the spectral values of 
real (n) and absorption (k) indices of the fused sample material 
shown in Fig. 6 of the paper. Using these spectral n and k, spec
tral normal emittance and spectral hemispherical emittance of a 
smooth opaque slab (for which the authors calculated normal 
emittance, Eq. (7)) was calculated. Results are plotted in Fig. 1, 
which shows excellent agreement between the measured data and 
the predicted hemispherical emittance. In these calculations, the 
perpendicular and parallel components of the directional com
plex reflectivity are calculated first, then the arithmetic average 
of the two is taken considering unpolarized thermal radiation; the 
directional reflectivities are then integrated to get spectral hemi
spherical reflectivity (Rk); and finally the spectral hemispherical 
emittance for an opaque slab is estimated using ex = 1 — Rx. The 
procedure is after Ozisik (1985) and details are available from 
Bhattacharya (1994). Thus it is not necessary to assume any 
arbitrary void fraction in order to get better agreement with the 
measured data. It is not clear from the paper as to the surface 
roughness of the fused slab, but clearly the excellent agreement 
between the measured and predicted hemispherical emittance 
values show negligible effect of the surface roughness. 

Figure 8 of the paper shows the measured hemispherical emit
tance and predicted values for a pressed opaque wafer prepared 
from the ground sample. The emission characteristics clearly re
sembles that of powdery deposits (Wall et al., 1993). The pre
dicted values in the paper were obtained using a simplified two-
stream model and required an arbitrary choice of a constant value 
of 0.6 for the asymmetry factor (g). In fact, for the investigated 
wavelength range, 1.6-20 fim, fine particles (~2 /jm) of the 
particular material may have asymmetry factors ranging between 
0.1 and 0.8 (Bhattacharya, 1994). The albedo (w) values in the 

1 By J. R. Markham, P. E. Best, P. R. Solomon, and Z. Z. Yu, published in the 
May 1992 issue of the ASME JOURNAL OP HEAT TRANSFER, Vol. 114, pp. 458-

464. 
2 Doctoral student, Department of Chemical Engineering, The University of New

castle, Newcastle 2308, Australia. 

paper were apparently taken to be spectral although it is not clear 
based on what particle size(s) these were calculated. However, 
it is known that two-stream model predictions are neither normal 
nor hemispherical (Brewster, 1992), because they assume an iso
tropic distribution of the emitted flux over the hemisphere. For 
powdery deposits in particular, the distribution of emitted flux is 
not isotropic. Although not shown here, two-stream calculations 
were performed using Eq. (8) of the paper with spectral values 
of both g (instead of a constant value of 0.6 assumed in the paper) 
and UJ corresponding to the distributed sizes of mean diameters 
1 and 2 /Ltm. These results (Bhattacharya, 1994) are higher than 
the measured values reported by Markham et al. The reasonable 
agreement between the measured data and the predicted values 
in their paper using the two-stream model seems to be coinci
dental. It is not clear what particle size was considered in their 
predictions. In fact, particle size and distribution have a signifi
cant effect on any prediction. Figure 2 shows the measured emit
tance and several predicted hemispherical emittance values for 
two different mean particle sizes of 1 and 2 /j,m, having different 
distributions. While a monosize appears to match closely the 
measured data up to about 5 ^m wavelength, the trend thereafter 
suggests the possible presence of a distribution of particle sizes. 
These calculations are based only on independent and multiple 
scatter in an opaque slab using a discrete ordinate method. Details 
of the calculation procedure are available in Bhattacharya 
(1994). However, for pressed slabs of fine particles, dependent 
effects are known to be significant, although difficult to quantify. 
Clearly, fundamental knowledge on dependent effects, effects of 
surface morphology, as well as an accurate knowledge of the size 
distribution are required before improved and meaningful pre
dictions can be made. 
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Fig. 1 Comparison of measured emittance and predicted normal and 
hemispherical emittance for a fused slab 
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dp = mean diameter 
np = no. of sizes in the distribution 

predicted; dp=1um; np=10 
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predicted; dp=2um; monosize 
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Fig. 2 Comparison of measured emittance and predicted values for the 
pressed wafer of ground sample, showing the effect of particle size and 
size distribution 

There is a minor mistake in the paper, which needs to be cor
rected for convenience of future users of this excellent work. On 
page 460, first paragraph of the paper, ' 'the incident radiation is 
attenuated by 1 le" should actually be "1/e of the incident ra
diation is transmitted in a distance of 0.8 X 10~2 mm." 
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Authors' Closure 
Much of the discussion given by S. P. Bhattacharya results 

from a misunderstanding of terms used in our paper. In particular, 

he refers to our measurements being of hemispherical emissivity, 
when we reported them as directional. An explanation of our 
measurements should clarify the terms. 

For samples that exhibit a Christiansen maximum in emissivity 
(e = 1), we measure spectral radiance for a small acceptance 
angle for near-normal take-off. Knowing (i.e., measuring) that e 
= 1 at the Christiansen wavenumber allows a determination of 
e„ over the whole spectrum. We refer to this determination of e„ 
as normal spectral emissivity. It is clearly a directional measure
ment. 

The method of closure is also applied in our paper; for opaque 
samples e„ = 1 — p„. It is relevant to ask which spectral reflec
tivity, p„, should be used in the equation to yield the directional 
e„ referred to above. In a thoughtful experiment the sample is 
placed in an isothermal environment, with a small opening for 
normal viewing of the surface. Radiation emerging from this 
opening is the cavity radiation for the isothermal temperature. 
Evidently, the sum of normal spectral emissivity and hemispher
ical-directional spectral reflectivity (Siegel and Howell, 1981, p. 
45) is unity. For the conditions of our measurements, the hemi
spherical-directional spectral reflectivity is equal to the direc
tional-hemispherical spectral reflectivity, as usual for this exper
iment (Siegel and Howell, 1981, p. 67). 

The value of e„ that results from the application of the equation 
of closure is evidently the normal spectral emissivity; and it is 
gratifying that the spectral values so determined by closure agree 
well with values of the normal spectral emissivity directly mea
sured (for examples: Fig. 2c in the paper under discussion; and 
Markham et al., 1990). S. P. Bhattacharya is incorrect in his 
interpretation of our measurements. 

In his discussion, S. P. Bhattacharya also indicates his discon
tent with our modeling effort. While the two-stream model as
sumes hemispherical isotropy of scattering, real-life, noniso-
tropic scattering can be investigated by the model if the scattering 
is parameterized into two-stream form, as discussed by Bohren 
(1987). The agreement between experiment and model calcu
lation is readily understood in these terms: It is not a coincidence. 

We encourage S. P. Bhattacharya to continue to develop his 
modeling techniques in this area since improved models, espe
cially of the deposition process, would significantly improve the 
ability to model the heat transfer in real coal-fired furnaces. We 
are pleased that our spectroscopic technique to measure the ra
diative properties of ash and slag can provide data that can be 
utilized for advancement of such models. We thank the author 
for indicating the mistake in our paper, which should read "the 
incident radiation is attenuated by 1 — 1/e in a distance of 0.8 X 
10-2mm." 
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diation is transmitted in a distance of 0.8 X 10~2 mm." 
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Authors' Closure 
Much of the discussion given by S. P. Bhattacharya results 

from a misunderstanding of terms used in our paper. In particular, 

he refers to our measurements being of hemispherical emissivity, 
when we reported them as directional. An explanation of our 
measurements should clarify the terms. 

For samples that exhibit a Christiansen maximum in emissivity 
(e = 1), we measure spectral radiance for a small acceptance 
angle for near-normal take-off. Knowing (i.e., measuring) that e 
= 1 at the Christiansen wavenumber allows a determination of 
e„ over the whole spectrum. We refer to this determination of e„ 
as normal spectral emissivity. It is clearly a directional measure
ment. 

The method of closure is also applied in our paper; for opaque 
samples e„ = 1 — p„. It is relevant to ask which spectral reflec
tivity, p„, should be used in the equation to yield the directional 
e„ referred to above. In a thoughtful experiment the sample is 
placed in an isothermal environment, with a small opening for 
normal viewing of the surface. Radiation emerging from this 
opening is the cavity radiation for the isothermal temperature. 
Evidently, the sum of normal spectral emissivity and hemispher
ical-directional spectral reflectivity (Siegel and Howell, 1981, p. 
45) is unity. For the conditions of our measurements, the hemi
spherical-directional spectral reflectivity is equal to the direc
tional-hemispherical spectral reflectivity, as usual for this exper
iment (Siegel and Howell, 1981, p. 67). 

The value of e„ that results from the application of the equation 
of closure is evidently the normal spectral emissivity; and it is 
gratifying that the spectral values so determined by closure agree 
well with values of the normal spectral emissivity directly mea
sured (for examples: Fig. 2c in the paper under discussion; and 
Markham et al., 1990). S. P. Bhattacharya is incorrect in his 
interpretation of our measurements. 

In his discussion, S. P. Bhattacharya also indicates his discon
tent with our modeling effort. While the two-stream model as
sumes hemispherical isotropy of scattering, real-life, noniso-
tropic scattering can be investigated by the model if the scattering 
is parameterized into two-stream form, as discussed by Bohren 
(1987). The agreement between experiment and model calcu
lation is readily understood in these terms: It is not a coincidence. 

We encourage S. P. Bhattacharya to continue to develop his 
modeling techniques in this area since improved models, espe
cially of the deposition process, would significantly improve the 
ability to model the heat transfer in real coal-fired furnaces. We 
are pleased that our spectroscopic technique to measure the ra
diative properties of ash and slag can provide data that can be 
utilized for advancement of such models. We thank the author 
for indicating the mistake in our paper, which should read "the 
incident radiation is attenuated by 1 — 1/e in a distance of 0.8 X 
10-2mm." 
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